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Abstract

The adoption of social media by online extremists continues to leave users, governments and

social media companies on the back foot. The primary mode of regulating extremist content

comes in the form of extremism content removal processes. In turn, this leaves users, aca-

demics, stakeholders and governments alike asking the right questions in the wrong order for

example, how do we make these processes more accurate and effective? However, through-

out the course of this dissertation attention is drawn to the right questions i.e., how are these

processes conducted and what are the human impacts of these primarily computational solu-

tions. Through considering the regulatory factors that govern these content removal processes,

analysing the strengths and limitations of the modes of content removal and consulting social

media users who are on the wrong end of the counter-extremism stick.

Drawing from these notions, the research uncovers the understanding that social media

companies are provided with little support and are subject to significant sanctions by govern-

ments for not removing extremist content in a timely manner. As a result it becomes increas-

ingly clear that respect of human rights, due process and ethical processes are to an extent

being neglected to meet these increasing demands. Consequently, the users that social media

extremist content removal works to protect is the very things that is causing harm.
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Glossary

Black Box Model The black box metaphor dates back to the early days of cybernetics and

behaviourism, and typically refers to a system for which we can only observe the inputs

and outputs, but not the internal workings. 34

Censorship The suppression of words, images, or ideas that are "offensive," which happens

whenever some people succeed in imposing their personal political or moral values on

others. 6

Data Privacy Or information privacy describes the use and governance of personal

data—things like putting policies in place to ensure that consumers’ personal informa-

tion is being collected, shared and used in appropriate ways. 30

Displacement Is the forced closure of a platform that makes it impossible for the community

to continue their social and informational activities as well as to capture the strengths of

reactions. 15

Extremism Is the belief that an in-group’s success or survival can never be separated from the

need for hostile action against an out-group. 6

Grey-zone Content Potentially problematic social media content commonly detected by au-

tomated systems to be reviewed by human content moderators. 6

Moral Panic Is a feeling of fear due to an evil threatens the well-being of society usually as a

result of the mass media. 7

Privacy Is a state in which one is not observed or disturbed by other people. 6
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Radical Right Adopts a similar definition as right-wing extremism, but it also incorporates

some aspects of mainstream conservatism in addition. 10

Radicalisation Is a phased and complex process in which an individual or a group embraces

a radical ideology or belief that accepts, uses or condones violence, including acts of

terrorism within the meaning of the Directive on combating terrorism, to reach a specific

political or ideological purpose. 7

Right-Wing Extremism Is a phrase used to describe right-wing political, social and religious

movements that exist outside of and are more radical than mainstream conservatism. 10

Terrorism Is an act/s intended or calculated to provoke a state of terror in the general public, a

group of persons or particular persons for political purposes are in any circumstance un-

justifiable, whatever the considerations of a political, philosophical, ideological, racial,

ethnic, religious or any other nature that may be invoked to justify them. 7

Web 2.0 Is a term that was introduced in 2004 and refers to the second generation of the

World Wide Web, following Web 1.0 and before a theoretical Web 3.0 which involves

additional advanced technologies in the future. 8
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Chapter 1

Introduction

As society delves deeper into the digital age, long existing societal problems follow the same

path to an online existence, and extremism is no exception. What was once the responsibility of

governments and local communities has quickly become the burden for social media companies

who are tasked with removing extremist content from their platforms. The present paper sheds

some light on the multi-dimensional factors that contribute to extremist content removal. The

difficulty in addressing this topic is that akin to all research regarding extremism absence of

a unifying understanding of the term extremism, research in this area lacks coherency and

specificity. Therefore, in referring to this term the constructive definition [102] provided by

J.M. Berger will be what this research understands by its meaning.

"the belief that an in-group’s success or survival can never be separated from the

need for hostile action against an out-group." [9]

To expand further, the notion of a “hostile action” is inherently broad with attributes ranging

from insults all of the way to the elimination of the out-group.

When it comes to extremist content removal on social media there is a lot of movement

around the idea of efficiency and effectiveness. These discussions notably began to pick up

speed after the New Zealand Christchurch shootings in 2019, the brief event of which can be

summarised as Brenton Tarrant who murdered 51 Muslims and injured another 49 following a

targeted shooting in a mosque [76]. Beyond the devastation of this attack, change was sparked

following the significant and fast spread of content which showed this attack across several so-

cial media sites, including Facebook, Twitter and Youtube. In response to this mass spread of
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1. Introduction

extremist content Facebook for example, removed 1.5 million variations of the video showing

the attack following the first 24 hours of its occurrence [98]. The response to which saw calls

for improved responses to extremist content on social media platforms, and to a varying degree

this improvement can be evidenced, as will become apparent later in this document. In turn,

this document poses the question to what end accuracy ratings are chased and governments

appeased? As a result, to what extent are corners cut, human right set aside, responsible inno-

vation ignored and ethical procedures seen as secondary? In the wake of the methods posed

in response of the Christchurch attacks, this paper offers the sentiments that in response to the

cutting of significant corners, how is this to anyone’s benefit? Especially when we still see the

all too clear spread of hate, propaganda and misinformation and extremist content on social

media. The significance of this issue becomes ever too apparent when it takes celebrities like

Kim Kardashian West to point these issues when governments and third parties will not [7].

Thus, just as it is deemed important to push social media companies to remove extremist con-

tent, it may be deemed just as important to have a third party regulating body to enforce ethical

procedures when doing so. Limitations on freedoms in the context of social media content may

be deemed trivial by some, however, if left unchecked the accusation of such failures will all

too quickly become pervasive.

1.1 Motivation

The principle notion of this research stems from the growing trend of concern regarding online

content and discourse. With fake news, deep fakes paired with platforms that give any and

everyone a voice, the lines between extremism, hate speech and offensive content have never

been less clear and more difficult to differentiate. As a result, the way in which the aforemen-

tioned content is removed from social media platforms has never been more important and not

just important to several people, but on a global scale that encompasses the billions of users

across multiple platforms that play an increasing role in human existence. By extension any

wrongdoings, shortcuts taken and corners cut that limit ethical processes and the preservation

of human rights reach all corners of the globe. Thus, the motivations for this research is to anal-

yse how human rights and ethical conduct is if at all taking place in the social media extremist

content removal process.

2



1.2. Structure

1.1.1 Objective

The objective of this document is to analyse the several factors which contribute to how extrem-

ist content removal is conducted on social media, where corners are being cut and beginning to

gauge how users understand and acknowledge how their rights and liberties are being affected

as a result.

1.2 Structure

This section briefly outlines the structure of the dissertation. Following this introduction the

subsequent Chapter 2 considers the substantial understandings drawn from the academic liter-

ature regarding the key concepts covered in this documents; including extremism, extremists

use of the internet and extremist content removal. As a result this chapter aims to provide the

reader with the necessary tools to develop their own judgement from the arguments presented

in the remainder of the dissertation. Chapter 3 then identifies and reviews the techniques used

in the mixed methodology approach adopted by this dissertation. This includes finding aca-

demic and non-academic resources online to analyse the factors involved with conducting an

online survey. In Chapter 4 analysing the legal and ethical implementation of AI is represented

through analysing UK/EU examples of legal and ethical regulations to showcase the difficul-

ties and limitations put in place to theoretically protect human rights and encourage responsible

innovation. Following this, Chapter 5 looks at analysing effective extremist content removal

by analysing the strengths and limitation of the three primary content removal methodologies

(human, automated and hybrid human-automated extremist content removal). The third and

final research question found in Chapter 6 looks at social perceptions of extremist content re-

moval on social media. In doing so, this considers an online survey to grasp people’s views

and opinions on the state of content removal and the various factors that effect it. And finally

Chapter 7 consists of a summary of the dissertation, the acknowledgement of its limitations,

the main contributions and any scope for future work.

1.3 Contributions

The main contributions of this work can be seen as follows:

• Addressing AI regulation based on ethical principles

3



1. Introduction

This element of the dissertation addresses the recent trend in producing AI ethics princi-

ple documents and applying them to extremist content removal. Reviewing such docu-

ments is an angle that has seen recent growth in the academic literature, however, these

documents have yet to be covered in the context of extremism. By shining a light on

such documents, the integrity is to be brought into question as well as future recommen-

dations. As a result this contribution leaves scope for future research.

• Analysing regulatory impacts on the capabilities of extremist content removal

Reviewing social media content removal techniques is not a new angle in the literature.

However, exploring how legal and ethical regulations effect to varying degrees how so-

cial media extremist content removal is conducted is an unexplored narrative within this

context. How each of these factors shape and mold content removal creates questions

regarding who is to be held accountable for such practices which are subject to more

than its fair share of criticisms.

• Exploring human perspective on extremist content removal

This component of the dissertation sheds some light on a significant angle that is yet to

be explored in academic research. In that, the opinions and views of social media users

and stakeholders are not necessarily reflected in the way that extremist content removal

is conducted. In addition, this leaves significant scope for a wealth of future research on

this subject matter.

4



Chapter 2

Literature Review

2.1 Introduction

The use of online platforms such as social media by extremist activists and extremist groups’

has been widely documented and broadly understood in academic literature. Not to take this

understanding for granted, this chapter will aim to unpick key findings and understandings

that contribute to how effectively content removal can be conducted on social media, and the

necessity for undertaking this process whilst maintaining ethical processes. In unpicking the

initial statement, this chapter will develop a discussion surrounding the three primary modes

of extremist content removal removal on social media [113] in addition to the necessity of

effectively implementing social media content removal. To effectively discuss the areas which

fall within the potentially broad scope of this topic, the following two-tiered structure will

be adopted. The topics of the two definitive sub-chapters are listed as follows: exploring

extremists’ use of social media, and secondly, the social media companies response to the

extremist presence on their platforms.

Each of these two topics are essential in developing a fundamental understanding, neces-

sary in acquiring the tools to critically consider the topics that can be found in the remainder

of this sub-chapter and the dissertation as a whole. The aim of the ‘extremists’ use of social

media’ section is to build an understanding of the factors surrounding extremists’ use of the in-

ternet and more specifically social media. Therefore, the following questions will be covered:

Why do extremists use these platforms, to what extent are they utilised, how are they used, how

the usage has changed over time, and what is the understanding around the scale of the threat?

The findings drawn from the literature in this section will leapfrog to the topics discussed in the
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2. Literature Review

subsequent social media extremist content removal section. The latter section aims to briefly

identify the methodologies adopted by large social media companies to counteract the hijack-

ing of their sites’ intended function and the repercussions associated with them. Following

this, the section identifies the apparent differences between several social media companies’

approaches to extremist content removal. The likes of which are surfacing as a result of the

differences in political stances i.e., upholding the principles of freedom of speech and Privacy.

In conjunction, beyond looking at these responses by each company separately, the united front

developed by social media companies under the Global Internet Forum to Counter Terrorism

(GIFCT) collective will also be discussed and analysed. Finally, this section identifies social

media hybrid human-automated extremist content removal. In doing so the two-pronged ap-

proach this method adopts will be specified and and identified within the context of Extremism,

prior to its analysis in Chapter 5. As a result, this section will identify the issues faced by so-

cial media companies and additionally, the specified approach adopted in response to the said

challenges.

In covering the contents found in both of these sections, this chapter will take the position

that extremists only seek to benefit from the adoption of the internet and more specifically

social media. To date social media companies are consistently having to lead from the front

in mitigating the benefits experienced by extremists, namely through account suspension and

content removal. Although these methods have yet to have the desired effect of eradicating ex-

tremist content entirely, it is arguably a step in the right direction in what will almost certainly

be a fight that continues for as long as social media itself continues to thrive. In the meantime,

social media companies have to account for the Censorship issues associated with Grey-zone

Content which walks the line between political speech and extremist narratives [52]. Cen-

sorship issues in this area are then exacerbated by the currently undocumented levels of false

positives or false negatives that are currently unavoidable in the content removal process. In

many ways modern day online extremists that use social media are largely embodied by the

concept of the many-headed hydra. To cut off the head will not resolve the problem just as

banning accounts and blocking posts will achieve the same. However, it is the game that must

be played in order to uphold human rights and part take in ethical processes necessary to main-

taining a civil society.

6



2.2. Extremists’ Use of Social Media

2.2 Extremists’ Use of Social Media

2.2.1 Introduction

Prior to analysing the numerous factors surrounding extremist’s use of the internet, it is first

worth identifying the expectations versus the reality regarding such conduct. The threat of ex-

tremists’ use of the internet when first considered by countless academics, experts, and politi-

cians alike, to an extent, created a Moral Panic [43]. The focus of this attention was mainly

directed toward the internet and social media being used to plan or carry out an attack. How-

ever, this attention has more recently been directed towards these online spaces as grounds to

engage in Radicalisation and inspire vulnerable individuals to be indoctrinated into extremist

groups [19, 20]. This is where fears have been raised around an evolved form of extremism,

the likes of which can ultimately lead to a cyber-terrorist attack. Such an attack would entail

an act within the remit of gaining access and damaging a governmental system, which would

result in a devastating effect on the economy an essential industry (i.e. health care, military, or

financial) [114]. These fears stem from a number of concepts, the most notable being the un-

derstanding that with offline counter-terrorism practices becoming more robust this could make

online attacks both the path of least resistance as well as being the most devastating [95]. The

potential threat posed by the concept of cyber-terrorist attacks and online extremism has pro-

voked considerable alarm. Numerous security experts, politicians, and others have publicised

the potential danger caused by such an event. However, despite these predictions, there has

yet to be a single case of cyber-terrorism. Regardless, there are numerous experts predicting

imminent extremist cyber-attack catastrophe [71, 75, 115, 116]. However, there have been sev-

eral events and attacks that have been conducted by hackers which were at one point mistaken

for Terrorism. Despite this moral panic and extreme expectation of extremism online, with the

current reality of extremist activity online being more along the lines of propaganda radicalisa-

tion, this for the most part takes a far less immediate and aggressive form than cyber-terrorism.

However this notion is certainly no less harmful or dangerous.

2.2.2 Context

The endless stream of the negative media portrayal of extremists has painted a picture of the

individuals that fall within the parameters of this label as being something outside of the ordi-

nary. Although their ideologies and dogmas provide a stark contrast to the ideologies found in

those who fall outside of the extremist label, there are many examples where the line becomes
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blurry and more similarities may be shared with the wider population than one may be led

to believe. A prime example of this is the use of the internet and the adoption of social me-

dia. Since the establishment of Web 2.0 in 2004, the number of internet and social media users

have continually increased every year and continues to do so. For example, between 2005-2015

65% of adults are using social media, which is ten times that seen in the previous decade [88].

Extremists, akin to the rest of society, have become ever-dependable on the internet and the

many resources and opportunities it offers. In the context of the adoption of the internet and

social media, extremists are neither behind nor ahead of the curve set by the wider society.

As evidenced in a study conducted by VoxPol in 2016 [49] which comprised 272 convicted

UK extremists, terrorists, and attack plotters, primarily male (96%) primarily jihadists (89%),

and the remainder was constituted of right-wing extremists (11%). One of the findings taken

from this study evidenced how 54% of this sample utilised the internet’s resources to learn

something which contributed towards the intended action -planning an attack- before 2012.

From 2012 onward, this number dramatically increased by 22% up to a total increase of 76%.

From these statistics, two things can be determined. Firstly, just like the broader population,

extremists have increasingly adopted the internet since Web 2.0. And secondly, in line with the

finding on the expectations versus the realities of online extremism, the use of the internet by

extremists on the surface level is far less sophisticated than what was immediately feared and

hypothesised. As can be found in the previous example, whereby, internet usage used for plan-

ning an attack could constitute something as simple as typing locations into a search engine

or identifying public transport mechanisms. In conjunction, extremists are using the internet

for research as opposed to coordinated devastating cyber-attacks, as was and still is feared and

hypothesised by several reputable individuals and organisations [6, 62, 77]. Which as a result,

leaves members of the public in an unnecessary and disproportionate state of fear regarding

extremists’ use of the internet.

2.2.3 The Left-Wing

With the fear of a crippling cyber-attack for the most part not constituting extremists’ use of

the internet, this begs the question of what exactly is constituted. This is a challenging topic

to cover, as there are both countless extremist groups internationally and countless differences

between them. In regard to extremists’ use of the internet and more specifically social me-

dia platforms, their broad motivations range across spreading hateful narratives, distributing

propaganda, enhancing their financing and fundraising, recruitment, radicalisation and sharing

8



2.2. Extremists’ Use of Social Media

operational information [50]. In fact, it can be understood that there is such diversity between

extremist groups that the most consistent and unifying factor between each of these groups is

that they are are all labelled as extremists. For the most part, the academic literature on this

matter partitions into two categories, one addresses the left-wing i.e., Al Qaeda, ISIS, Boko

Haram, etc. and the other entails the right-wing i.e., Generation Identity, Britain First, Reclaim

Australia, etc. The former in many ways pioneered the intense utilisation of social media. With

ISIS establishing and prioritising an aggressive social media strategy, namely on larger social

media sites such as Twitter and Facebook. Where their social media status and impact began

to grow in 2006 and then reached its peak following the declaration of the Caliphate in June

2014 [39]. It was estimated that ISIS supporters on Twitter accumulated between 46,000 and

90,000 accounts between September and December 2014 [8]. Their strategy encompassed the

delivery of their high quality, professionally developed propaganda images, videos, and text.

In the wake of this propaganda strategy, ISIS used their status to begin messaging out to vul-

nerable individuals susceptible to radicalisation [8]. The radicalisation process may have been

simplified due to the scale of the operation and the support they accumulated, which in large

part, meant they could dictate a significant amount of their media coverage through the use of

alarming and graphic visual content.

However, new disruption measures were set out by several mainstream social media com-

panies, which meant that ISIS supporters on these platforms began being disincentivize. Twit-

ter for example began in mid-2014 with low level and sporadic ISIS content removal and ac-

count interception and by 2016 said measures were significantly more effective and robust. As

evidenced by a quoted 15 to 18 thousand IS-supporting accounts being suspended every month

between mid-2015 and the beginning of 2016. And an average of 40 thousand suspensions

took place each month from mid-February to mid-July 2016 [109, 110]. As a result, by 2017

ISIS supporters began to question whether the risk associated with supporting the group on-

line was worth going through a process of being censored, and ultimately whether losing their

social media accounts was worth the reward of social status. Thus, since ISIS’s temporarily

successful social media campaign was -for the most part- brought to an end through a larger

social media platform trend of developing effective and robust content removal and account

banning measures. As a result, in the context of Twitter, the company has since resolved their

ISIS problem [28]. Consequently, attempts at radicalisation, recruitment, and planning attacks

on Twitter have likely decreased as a result of the newly adopted and refined measures.

9
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2.2.4 The Right-Wing

Remaining on the topic of Twitter, despite this relative success in mitigating ISIS’s presence on

the platform, the company has more recently fallen under fire as a result of the failure to have

the same success with right-wing extremists on their platform [29]. Although it is certainly

not the only major social media platform facing such issues and falling under criticism, it has,

however, been one of the more readily criticised social media platforms despite other platforms

such as Facebook having a larger user base [99]. By extension, with Facebook having a larger

database, it may lead one to presume the scale of the problem would also be larger compared

to Twitter. However, despite this presumption, Twitter has been the more widely criticised

platform. The primary difficulty faced by Twitter and other social media companies is that

unlike extreme left-wing content, extreme right-wing is notoriously difficult to identify. And

central to Twitters core beliefs is the protection privacy and freedom of speech which can

clash against the process of content removal when considering grey-zone content [111]. As

identified by the definition of Right-Wing Extremism, the ideologies that fall within its broad

scope are almost synonymous with politics. The recent history of the political landscape of

the UK has become increasingly affiliated with right-wing politics. For example, the political

group the British National Party has been the only Radical Right political party in the UK to

date [118], as well as the emergence of more fringe and aspiring political parties such as the

English Defense League and Britain First.

Despite the current trend of right-wing extremists adopting and hijacking social media,

their prolific use of online platforms has long been established. On sites and forums such as

Stormfront, online platforms have offered right-wing extremists a safe space to form and grow a

sense of community. Despite Stormfront having originally been established in 1996 and having

been through several take-downs, it is still used by right-wing extremists at present [17,70,81].

The scale amassed by the platform is equally deserving of note due to the accumulation of over

13 million total posts as of 2017 [81,90]. The user base grown by the site largely stems from the

growing community which in turn provides the means for a shared ideology to continually exist

and flourish [17]. Similarly to the methods used by ISIS’s online strategy, the extreme right-

wing use these online platforms such as Reddit, 4chan and 8chan among others, as a catalyst

to engage in the process of radicalising the individuals engaging in their content [42,51]. Only

this time, there was already a thoroughly developed online community just waiting to jump

platforms and adopt the new benefits offered by social media.
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As put across by former right-wing extremist Brad Galloway, online spaces (Stormfront

being the most common at the time) have a crucial role pivotal for the extreme right move-

ment. Although Galloway emphasises the role of Stormfront and its chat groups, it is the

interpretation of this paper that social media is the contemporary equivalent. In outlining the

strength of the platform, Galloway identifies its extremely inclusive nature, which utilises dis-

cussion groups which would in turn reinforce sub-communities within what is already a niche

community in itself [42]. Thus, reinforcing community strength and extreme right-wing ide-

ology. What is understood by the former right-wing extremist on the defining principles of

community-centric platforms (Stormfront during his time as an extremist and social media

currently) is that they offer insight into the users, which is then used for recruitment. With

the mid-term aim of conducting an offline and in-person meeting. The byproduct of which

is where the greatest effect may be felt as expressed by Galloway. Through viewing the fre-

quency of their online engagements, how outspoken and risk-averse the member is, each factor

contributed to the vetting process the extremist recruiters use on these sites. The key differen-

tiation being made in this process is whether this user meets the required standards or whether

they fall under keyboard warrior status [42, 82]. What this identifies is that while content re-

moval struggles to keep up with online extremists, social media platforms offer a wealth of

information to those who look to exploit its services.

Having identified the adoption of social media by extremists, one of the common terms

coined in the literature is the process of radicalisation. Research shows that social media is just

one of the platforms used, with left-wing extremists moving to platforms such as Telegram [14]

and right-wing extremists using platforms such as Gab, Reddit, 4chan, and 8chan [42, 85].

Each of these platforms is broadly used for the same principle: finding a community with

like-minded individuals. In such a controlled setting, the radicalisation process is allowed to

manifest through what is commonly referred to as an echo chamber [96]. An echo chamber -in

this context- refers to space where extremist thoughts and ideas are disseminated, reinforced,

met without resistance and as a result, ideologies become gradually more extreme [3]; the

effects of which are only emphasised by the presence of a virtual “imagined community” [96].

The significance of this may be seen to a greater effect on message boards, dedicated sights,

and forums as opposed to social media. As social media generally offers a larger user base

and so a larger opportunity for contrasting opinions. However, the effect remains the same if

private messaging and private community pages are utilised and adopted. In the context of the

most contemporary threat posed by right-wing extremists. By having an already established
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community that has migrated to social media platforms, counter-narratives may be less likely

to have any effect if not force a more extreme narrative and the publicity only works in the

favour of the extremist recruitment strategy.

2.2.5 Conclusion

Despite inherent differences in extremist groups, one of the unifying factors that can be seen

between them is the profound adoption of the internet and more specifically social media. A

cross-group motivation for this widespread adoption varies between groups; looking at the left-

wing extremist group ISIS, their methodologies provide a stark contrast in some ways to the

right-wing. With the left-wing using fear and the right-wing using memes [26], both have had

temporary success despite vastly different methodologies. And although the desired outcome

of their both group’s intentions is malicious, extremists have adopted uniquely humane mo-

tivations for adopting the internet and social media. This motivation in most cases is not to

hack the government and conduct devastating cyberattacks, but to seek community, develop

a sense of belonging, and to meet like-minded individuals. The consequences of extremists

finding like-minded individuals are, however, a cause for concern. And so social media com-

panies have found themselves in a position where the onus has been left on them. And with

extremism and terrorism being a longstanding trend throughout history, the task they have been

left with and the hand they have been dealt, to put it lightly is dire. In recent years this has

increasingly proven to be the case with the rise of right-wing discourse on social media and the

subsequent grey-zone content makes the removal of extremist content not as clear-cut as one

would imagie.

2.3 Extremist Content Removal

2.3.1 Introduction

As insinuated previously in this chapter, social media companies were left on the back-foot

when ISIS quickly stormed their platforms with a well put together publicity strategy. The suc-

cess and effectiveness of this platform hijacking sent waves through both the political, indus-

trial, and academics communities. Among many other questions, the regulatory responsibility

that come as a result of extremists’ use of social media-generated pressing debate and concern.

Currently, the regulatory responsibility social media companies face is primarily self-imposed.

However, this may not be the case in the future, as countries such as the United Kingdom and
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Germany have begun drafting new regulatory frameworks in the form of a white paper, which

will be enforced by national law [101, 120]. However until this is the case on an international

basis, the primary mode of checks and balance for social media regulatory responsibility mani-

fests through national legal systems. Where countries are limited to conduct legal cases against

online company’s or the users themselves in being too slow to act or sharing defamatory/ex-

tremism content [35]. Both the significance of this and the applicability are unprecedented.

This topic is applicable to not only civil society but to government, and the private sector

equally in addition to the social media governance itself [53]. And when conducted should be

balanced and should take into careful consideration whether infringements of human rights in

regard to the freedom of expression are in proportion to the act. In doing so, academics have

proposed a multi-pronged approach including content regulation and moderating in addition

to developing effective counter-narratives [43]. Thereby, in order to conceptualise the issues

surrounding this topic, this subchapter will consider two points. The first identifies the actions

taken by governments and the second entails social media governance and its response to the

extremist content removal problem.

In June 2017, ISIS’ presence and their accompanying propaganda machine had, for the

most part, been eradicated from social media. Right-wing extremists had seemingly taken their

place and social media companies had since developed their account suspending and content

removing methodology. However, in the wake of the London Bridge attack in the UK, the

nation’s then Prime Minister Theresa May took a stand. In doing so she claimed that social

media platforms are extremist “safe spaces” and that there was a need to reverse their tolerance

for extremism and instead be transformed into hostile environments for said extremists [87].

However, before exploring the onus that has been placed on social media companies to remove

extremist content, it is first worth looking at the other side of the coin. Which pertains to the

responsibility by a state’s or governments alike to protect its citizens and regulate extremist

content.

2.3.2 Governmental Social Media Content Removal

A 2020 report produced by VoxPol examined legal responses to online extremism in six coun-

tries: France, Germany, Israel, Spain, the UK, the US in addition to the UN and the EU [92].

The six countries were selected by meeting the criteria that they had recent dealings with ter-

rorism and had recently developed legislation which in some way regarded online extremism.

For the countries that had already established counter-terrorism legal tools, the study found that
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minor adjustments needed to be made to account for the factors that come with contemporary

technology. This was deemed the case as previous conflicts brought these countries to having

stricter limitations on rights when it comes to freedom of speech. Examples of this include

the UK with its historic conflicts with Ireland in the 1920’s, whereby as a result its citizens

had limitations attached to freedom of expression; which today is defined as a qualified right,

loosely meaning that it is a right that is subject to several limitations. A similar case study

can be seen in Germany after 1945 as a result of the impacts of the Nazi Germany propaganda

machine. In regards to the latter, the German legal system incorporates several limitations

on freedom of speech, for example, if said speech engages in the support or glorification of

terrorism, hate speech or unconstitutional propaganda. As can be found in the parliamentary

approved act ‘Network Enforcement Act’ or NetzDG ratified in 2017 [101]. This provides a

stark contrast to the US, whereby as a result of freedom from the severe restrictions imposed by

the British Empire, this meant that in the wake of the nation’s liberation there were very little

limitations on human rights including freedom of speech. As set out by the US Constitution

in 1787, freedom of speech is an extremely protected right which exists with almost no direct

legislation that imposes any limitations on it. As is evidenced by the opening remarks of the

first amendment of the US constitution [25]:

"Congress shall make no law respecting an establishment of religion, or prohibit-

ing the free exercise thereof; or abridging the freedom of speech..."

Although the governments in this report have sufficient means to punish terrorists, they -

along with most other nations- are less adept at dealing with online extremism. With this being

the case, the countries that have attempted to mitigate online extremism have done so through

preventive measures. Although these measures are numerous and varied between countries

they can be categorised into the following four extremist content limiting techniques: the

blocking and removal of online content; the surveillance of online activity; the criminalis-

ing of certain online public expressions; and the use of online content as a justification for

applying restrictive administrative measures [92]. Each of these measures will have varying

impacts depending on the platform. As previously noted, right-wing extremists are using plat-

forms such as Gab, Reddit, 4chan, and 8chan. Both Gab and Reddit require an email, a unique

username, and a password, very little in the way of a unique identifier. Both 4chan and 8chan,

however, simply require a name that does not have to be unique, which is nothing in the way of

an effective identifier. This means a number of things, tracing the owner of the online account

14



2.3. Extremist Content Removal

is difficult, and therefore to criminalise any online public expressions may have a limited effect

as users can quickly and effortlessly create a new account. In addition, applying restrictive

administrative measures and surveying online activity would heed little progress as someone

can use a different username or create another email address and username for another account.

Thereby, the most relevant of these methods, and thus the one that will be considered below

is the blocking and removal of online content. However, this understanding does not apply to

the dark web for the obvious reason that social media sites are not applicable to this area of

the internet. Although, it has been made exceptionally clear that terrorists have been known

to utilise the encrypted features that the dark web offers for functions such as communication

and the exchanging of funds [79, 117]. Despite not specifically pertaining to social media it is

worth identifying that as content removal on social media becomes increasingly adopted and

refined the effects of Displacement are likely to take place. Through processes such as content

removal which consider the disruption of propaganda distribution [11] social media companies

can begin to push extremists to other platforms as can be seen with ISIS in 2016 following the

Twitter crackdown [94]. In that, it pushes the extremist users to more niche sites are areas of

the internet where the effects of an echo chamber are likely to be more severe. Thus, conduct-

ing effective content removal whilst paying due regard to the right to privacy is essential. In

doing so this outlook would uphold elements of responsible innovation through limiting harm;

not only to the stakeholders of social media companies but to the wider population who may

suffer the consequences of pushing extremists to the fringes of the online environment.

All of the six countries excluding the US have developed a legal basis to demand platforms

such as social media companies to take down or block extremist content. Many of the law

enforcement agencies within these countries have developed Internet Referal Units (IRU’s) to

moderate online content against their national legislation. However, their role is to flag this

content and justify its removal to social media companies as opposed to removing it them-

selves. In doing so, leaving the final decision to the social media companies who will consider

the removal against their own terms of service, the impact of these units is hindered consider-

ably [63,113]. However, the total sum of annual requests to online platforms by these countries

is in the tens of thousands, which at a glance may seem significant. However, given the scale

of the issue, this is equivalent to a drop in a bathtub. To quantify the scale of extremist ac-

tivity on social media is difficult as a result of ‘extremism’ not being directly identified in all

social media companies’ terms of service and thereby not always addressed in annual reports.

Although, in the context of Facebook, extremist activity may be represented between two cat-
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egories, the organised hate category, and the terrorism category. In the first quarter of 2020

Facebook removed 4.7 million pieces of organised hate content and in the fourth quarter of

2019, they took down 7.5 million pieces of terrorism content [36]. Despite this disparity in

efforts made between national agencies and social media companies, in September 2018 EU

member states proposed new legislation that places harsher penalties for not removing extrem-

ist and terrorist content from their platforms within an hour of a notice being issued [15,33]. If

the terms are not met then member governments are eligible to issue a fine to the company of

up to 4% of their global annual revenue [89]. From this it can be derived that governments have

been fast to attribute responsibility on social media companies, they have statistically provided

little in the way of support, and have demanded results with little in regard paid to the negative

repercussions. Many of which have plagued these platforms since more aggressive extremist

content removal has been in place, such as wrongful removals, an inadequate appeals process,

impacting political narratives in a biased way, and hindering academic research [92]. On the

contrary, another factor to be understood is that although this may be viewed as Governments

sifting the blame, it may also be seen as the most effective route. In that, given the current

standings, nobody is better equipped at dealing with the threat than the social media compa-

nies themselves. Thus, on the back of harsher penalties for social media companies regarding

content removal, in certain circumstances, it can also be seen that governments praise social

media companies. Governments such as UK governments are praising efforts by social me-

dia companies for providing evidence in cases, publishing ‘clear community guidelines’, and

building new technologies to make their online platform space safe from extremism [67]. This

being a seemingly contradictory relationship between governments and social media compa-

nies. The result of which places a harsh and unforgiving burden on the platforms which are

already taking accountability and responding proportionately. The increasing demand with

higher stakes -as will become evidenced- may lead social media companies to cutting corners

in order to meet these demands.

From this discussion, it is apparent that on an international scale governments are quick

to put the blame on social media companies and even quicker to push for harsh standards and

penalties for not meeting their standards. Although when it comes to offering support, what

is provided by Governments through their IRU’s is lackluster and not scalable to meet the

demand that the governments themselves have set. However, what has been provided is a legal

gateway to allow social media sites a more conflict-free approach to content removal. Through

the establishment of ‘remove and block’ legislation, the legal precedent acts as a catalyst for
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social media companies who can best utilise their terms of service and the affiliated content

removal terms to enforce them.

2.3.3 Social Media Content Removal

Governments have almost unanimously placed the responsibility on social media companies

to effectively moderate their platforms and the extremist narratives that are present on them.

Said platforms have seemingly taken these demands on board and although they can be slow to

act, there has been little in the way of resisting them. Therefore, having established where the

primary responsibility lies it is worth considering how this responsibility may be interpreted

and manifested. Akin to governments, there is a significant disparity in how social media

companies have approached limiting freedom of speech and expression through their values

and terms of service [28]. Give for example Twitter, as previously referred to, one of the

company’s core values is to defend and respect their user’s voice [111]; however, when looking

for Facebook’s core values to date nothing to this effect can be found. What can be determined

from this is that a company’s terms of service (TOS) is likely to fall in line with their core

values. And their TOS and policy guidelines are essentially what dictates the parameters of

content removal on a given platform. Consequently, if a company like Twitter’s core values

include defending a user’s voice, content moderation is less likely to be so scrupulous and

intrusive. This may well explain the point made previously in this chapter which stated that

Twitter is one of the more heavily criticised social media platforms for being slow to regulate

right-wing extremist content.

However, when it comes to policy and legislation, words like extremism and terrorism have

a way of building a united front against a common enemy. In the case of social media con-

tent removal, this united front has flowered under the umbrella of the GIFCT [45]. Akin to any

source of response to extremism, whether it be community, governmental or non-governmental

organisation, there will be a different approach with varying parameters, and the same can be

said for social media companies. What GIFCT provides is an environment of common ground

and harmony. Where social media companies can determine not what the definitions are and

not the boundaries may be, but rather what they know is unacceptable and intolerable. GIFCT

was established with a top-down approach where bigger companies including Facebook, Mi-

crosoft, Twitter, and YouTube provide a means to support smaller platforms become hostile

environments for extremists. Although the details on this are not readily available, it is un-

derstood that this includes sharing technologies, practices, databases and partnerships [27,45].
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What is understood is the broad five-part structure that GIFCT is comprised of, as illustrated

in Figure 1 below. The first component of this structure is the ‘Independent Advisory Com-

mittee’ which guides the subsequent ‘Operating Board’ through producing annual reports and

conducting performance reviews. Said Operating Board is tasked with selecting the ‘Executive

Director’, setting the operational budget, and maintaining GIFCT’s alignment with its mission.

Thirdly, the Executive Director is tasked with providing leadership and coordination when it

comes to the forum’s operations for example program implementation and fund-raising. Then

there are the strategic pillars, "Prevent" "Respond" and "Learn" which categorises the forum’s

aim and provides avenues of work programs for maximal transparency. And within each of

the three strategic pillars are working groups that conduct pillar-specific projects and advise.

Finally, there is the ‘Multi-stakeholder Forum’ which includes social media companies, civil

society members, and governments committed to upholding and respecting human rights and

preventing terrorists from exploiting digital platforms [48]. One of the most notable achieve-

ments by this forum was announced in July 2017, where a shared ‘hash’ database was an-

nounced. This database can be understood as a collection of unique identifiers of extremist

propaganda, including videos and images shared between all of the forum’s members [47].

Said database has amassed over 200,000 hashes since July 2019 [46]. Unquestionably this is

a step in the right direction, although, how this is implemented is another area of significant

contention.

Taking into consideration both the scale of content being posted in addition to the interna-

tional governmental pressure on social media platforms. Social media companies are becoming

increasingly dependent on automated technologies such as AI to remove extremist content to

match the scale of the problem. The GIFCT hash system addressed above is a prime example

of how AI and other automated systems are being applied to this area. When a user of any of

the platform members or stakeholders of the forum for example uploads an image, said image

is run through the database. If said image matched any of the proscribed images in the shared

database the post will not upload. This prevents the content from ever reaching the platforms.

When such a database is applied to the likes of ISIS propaganda, it can be deemed extremely

effective. For example, several months following the establishment of GIFCT Facebook an-

nounced in a blog post that through the use of AI the company was removing 99% of ISIS

and Al-Qaeda-related terror content before it was flagged [12]. These kinds of numbers are

achieved by repeat uploads. Whereby, once an image is uploaded it is then replicated by other

users and fake accounts to then be re-uploaded for thousands of iterations. Thus, once a hash
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Figure 2.1: GIFCT Structure

is created for the original image the automated AI system can detect and block the re-upload.

However, this is solely limited to ISIS and Al-Qaeda who are more easily identified through

their branding and labeling of content. The likely reason that the same success is not shared

when it comes to right-wing content removal is that it is more closely intertwined with politics

and is, therefore, more difficult to clearly justify it as extremist content. In addition if a small

change is made to this image i.e., applying a filter, converting it to a gif or video, the original

hash’s effectiveness is hindered. When factoring this difficulty in with the inevitable presence

of data bias, false positives and negatives, operation in a pre-criminal space, and difficult ap-

peals processes, the use of AI and automated decision-making in this context is not without

significant limitation [78].

Having identified the successes and failures of implementing AI and automated decision-

making in this context, it is worth briefly considering the second most prominent approach.

This approach considers human moderation in regard to content removal. When dealing with

the most prominent contemporary threat in online extremism being right-wing extremists it

can be argued that the human element becomes integral to effective content removal. When

regarding models used in AI systems, this embodies dealing with big data and coding, not

complex arguments with meaning [55]. As previously stated, this is sufficient in regard to

ISIS content but not for right-wing extremism due to the latter’s close-knit political nature
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of far-right ideologies [28]. Thereby, to unveil these complexities social media companies

employ content moderators who deal with flagged content that is yet to be comprehended by

AI. Thus, the solution to extremist content removal may lie in the form of a developed hybrid

human-automated decision-making [113]. However, online extremist content removal extends

beyond effectiveness. As throughout this literature review due regard has been paid to the

legal standing and platform terms of service. An inherent gap in this discussion is the absence

of a discussion of the various ethical issues associated with technological management [22].

Determining which of these three approaches are the most effective is explored in more detail

in chapter five of this dissertation.

2.3.4 Conclusion

This sub-chapter has sought to develop a critical understanding of social media extremist con-

tent removal. In doing so, it became apparent this process is complex, open to perspective,

and relies on a lot of parties doing their job well. But when compiled together a linear process

begins to shine through. The process begins with a terrorist or extremist event, this instigates

a political response which in turn leads to more human rights infringing legislation, which as

a result provides a legal basis for social media companies to have more aggressive terms of

service in which both humans and AI are left to delegate what content is removed. The AI and

human elements of the hybrid human-automated decision-making both have limitations. How-

ever, due to the AI dealing with significantly more cases than the human content moderators,

this is where the pressing cause for concern exists. And this cause concern is the absence of

robust and specific ethical AI principles in which social media companies abide by.

2.4 Chapter Summary

This section has covered the topics that fall within social media hybrid human-automated ex-

tremist content removal. In doing so it became clear that for the most part, online platforms

such as social media act as a catalyst for radicalisation, recruitment, and the spread of ideolo-

gies and propaganda as opposed to creating an evolved form of terrorism. This is not to say,

however, that the former is not potentially dangerous and cannot contribute to significant harm.

On this matter, the goalposts never stop shifting; the tactics continually evolve and so do the

groups with the most popularity. In this sense, social media provides opportunities for all, from

the spread of extremist content to sharing your favorite holiday pictures.
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The response to the threat of online extremism is, however, more convoluted. As has

historically been the case in creating change, it takes a significant event for things to move in the

political sphere. And since the beginning of the millennium things have shifted considerably.

From the findings in this research, it becomes increasingly clear that social media companies

are the ones being held increasingly accountable. Governments are essentially forcing the

big social media companies to solve a problem that no other government has ever solved: to

eradicate extremism and fast. Under growing pressure, social media companies have been fast

at developing new tactics and technologies and as a result, GIFCT has grown as a united front.

In its wake hybrid human-automated decision-making is the tip of the spear in countering

the threat. However, when producing results in such a short time frame corners are cut, and

stones are left unturned. And in this case, it is a big stone, this refers to the implementation

of ethical methods. Whereby, in implementing these big data automated systems, taking into

consideration AI ethical principles compared to legal regulations is an angle that has yet to be

explored in this context. And when dealing with freedom of speech and expression on such a

scale the consequences and repercussions are significant. The likes of which can inform which

content removal methodologies are most appropriate. Furthermore, the inherent importance of

the users voice is is yet to be identified and examined. And thus, in the chapters following

the methodology, these notions issue be explored and analysed in order to critique extremist

content moderation on social media.
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Chapter 3

Methodology

3.1 Introduction

The methodological approach adopted by this dissertation considers the amalgamation of sev-

eral technical techniques. The overarching theme between all of these approaches is referred to

as a mixed-methods research methodology. This approach is defined as "studies that are prod-

ucts of the pragmatist paradigm and that combine the qualitative and quantitative approaches

within different phases of the research process" [100]. In line with this definition, the research

employs two qualitative methods (a literature survey and a critical appraisal) and two quanti-

tative research methodologies (an empirical study which includes a thematic analysis). Due to

the complex and multifaceted nature of the topic of this paper, using different kinds of methods

are essential in exploring and understanding the complexities that cannot be uncovered using

just one methodological approach. The qualitative methods will are more commonly seen in

this research area, whereas the quantitative methods are rarely applied to this context. Fur-

thermore, the strengths of each of these approaches both complement one another and to an

extent mitigate their disadvantages and limitations. In order to evidence this understanding,

the methodological approaches section of this section will explain and justify the use of each

of the methodologies in the content of this research. In doing so, each approach will evidence

its necessity to relay an applicable and well justified methodological approach to the research.

The combination of these approaches when applied to this research topic offers a unique and

robust research project template which is not yet seen in the academic literature.
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3.2 Methodological Approaches

As previously identified there are four methodological approaches that together constitute the

mixed methods approach deployed for this research paper. These four approaches can be par-

titioned into two categories, quantitative and qualitative, thus, this format will be used to group

the methods in the following pages. Each of these methods will be explained, justified, and

applied to this paper in order to rationalise each of the methodology’s inclusions.

3.2.1 Qualitative Methods

3.2.1.1 Literature Survey

The function of a literature survey is to develop and display an understanding of the relevant

literature in relation to the research topic [21]. When referring to the surveying of literature

sources, the following inclusions of written work were applied: books, academic papers, ar-

ticles, and journal submissions; in addition to various governmental sources, news sources,

and non-governmental/ charity sources. This approach’s role and purpose are inherent to this

research paper with regard to the multi-disciplinary nature of this research which combines so-

cial and computer science. As a result, surveying these varying forms of literature is necessary

to best communicate the unique knowledge and information each of them offers. This mainly

refers to the literature review along with Chapters 4 and 5 which required in-depth knowledge

from a multitude of fields and sources.

In order to conduct this methodology effectively, several literature search techniques were

employed. The first of which was to know where to find reliable and relevant academic liter-

ature. Thus, particular search engines were utilised including Google Scholar, JSTOR, IEEE,

and VoxPol among others akin to these examples as they are reputable tools used by experts in

the field. On said search engines, several specific search terms were used to find specific liter-

ature [80]. Selecting specific search terms in the context of this paper include ‘AI Ethics’ and

‘Ethical social media content removal’ were used and strengthened further by the adoption of

Boolean operators and ‘wildcard symbols’ [91]. Boolean operators can be understood as terms

used between keywords used to narrow the scope of results, for example using terms such as

‘and’, ‘or’, ‘not’ [23]. For example searching for ‘AI ethics’ and ‘Online extremism’ to search

for both topics simultaneously. Wildcard symbols refer to applying variations of terms such

as varying tenses or spelling variations [5]. This included using americanised teminology to

broaden the scope of the search such as replacing a ‘s’ with a ‘z’ in radicalise. Thus concluding
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the techniques and methods used throughout the literature survey element of the research.

3.2.1.2 Technical Appraisal

The technical appraisal element of this research applies to the ‘Analysing Effective Extremist

Content Removal’ chapter. This methodological approach refers to conducting a technical

review of a project which in this case is the process of content removal conducted by social

media companies. The process of this reviewal technique draws light to the numerous and

various parameters that contribute to the extremist content removal process used by social

media companies to some extent. In the case of social media content removal, this pertains to

the technology being used, the storage capacity of the systems performing this task, financial

funding of a social media company to conduct this process, and the scale of the workforce

of human content moderators among other factors in order to ensure technical feasibility. In

doing so, this approach offers an effective mode of analysing literature in a more specific

and singular purpose when compared to the aforementioned literature survey. As it offers a

specialised template to provide more of a critical analysis of a given process or model. Which

to reiterate, in the content of this paper refers to the process of social media content removal

practices.

3.2.2 Quantitative Methods

3.2.2.1 Empirical Study

To complement the qualitative element of this research, the use of empirical research was

adopted. Empirical studies can be understood as "a type of research methodology that makes

use of verifiable evidence in order to arrive at research outcomes" [41]. Thereby, this methodol-

ogy solely pertains to evidence-based research, however, it is not strictly qualitative or quanti-

tative by nature. The survey used in this research is a frequently used method of data gathering

when conducting empirical research. As a result, its presence in this paper is as a result of its

robust nature, as is reinforced by the wealth of its used in other academic literature. Surveys are

a commonly used technique employed for data gathering, commonly seen in the form of a set

of closed and open-ended questions regarding the given subject area. However, in the context

of this research paper, the same cannot be said. Extremist research very rarely works with data,

and there is yet to be an example in the research that considers social media users and stake-

holders perception of extremist content removal. Under normal circumstances, surveys can be
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presented either on or offline. However, due to the COVID-19 pandemic during the time of data

collection, the safest and most regulation-compliant way of conducting this research was to use

online methods. Thus, the survey was created using the online platforms ‘Google Forms’. To

share the survey and receive responses, it was posted on a number of social networking sites

such as Facebook, WhatsApp, and email. In turn, this also aided in developing that anonymous

element of the survey, which would have been hindered by handing out physical copies.

3.2.2.2 Thematic Analysis

Presenting the data collected as a result of the aforementioned empirical study was organised

into two sections, closed-ended and open-ended questions. The process of identifying themes

in the closed-ended data spoke for itself through the use of simple visualisations. However,

analysing the open-ended question required a specific empirical approach to label and code the

broad spectrum of written responses. The technique utilised in this research is referred to as a

thematic analysis. The work of Braun and Clarke was used to conduct said thematic analysis.

Whereby, their six-step process for evaluating open-ended questions was simulated [18], these

steps are as follows:

1. Familiarising yourself with your data,

2. Generating initial codes,

3. Searching for themes,

4. Reviewing themes,

5. Defining and naming themes,

6. Producing the report.

This process was selected over the methods posed by other variations of the technique

due to its strength in rigorously processing qualitative data as apposed to quantitative data.

However, this process in not void of limitations, as by using this method can result in a game

of bias mitigation. Thus, in making the survey anonymous, ensuring the open-ended questions

were not leading participants or forcing any narrative. This ensured that participants’ responses

conveyed their own feelings and not informing the survey of what they believe it wants to hear.

By developing the survey with no expectations, this also aided in the processing of data with

limited bias when it came to coding the written responses.
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3.3 Ethical Consideration

To conduct this research, a light-touch ethical approval was submitted for survey component

of this project. In addition the very nature of the topic of discussion for this dissertation i.e.,

extremism may be deemed sensitive by nature [73]. Thus, in combining both of these factors,

undergoing an ethical approval process to some extent was deemed both appropriate and nec-

essary for the completion of this research project. However, due to the lack of risk posed to

the researcher and research participants, full ethical approval from the College of Science at

Swansea University was deemed unnecessary. This was also reinforced by the limited scale and

scope of the survey. In turn, ethical approval for this study was granted by the Swansea Univer-

sity College of Science Ethics Committee (STU_CSCI_143462_130820153253_2). Thereby,

evidencing the ethical consideration made and acted upon within the context of this research

3.4 Conclusion

To conclude, this methodology section has analysed the adoption and employment of a mixed

methods methodology. In doing so, the four elements that comprise this methodology have

been explained, justified, and applied within the context of this research paper. These four

individual techniques work to mitigate the limitations of one another, and in doing so pro-

vide a cohesive and effective methodology that combines quantitative and qualitative methods.

One that has yet too be applied to the new and unfolding nature of the topic of this research.

The necessity and the integral role this methodology plays for integrating both secondary and

primary data is necessary to the process of produce rigorous research. In addition, the ethi-

cal component of this research was identified and met in order to account for the collection

of primary data and research being conducted on a sensitive topic through achieving ethical

approval. In combing all of these processes, this evidences the sound methodological consid-

erations identified, adopted, and applied throughout this research paper which sets it apart from

the rest.
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Chapter 4

Analysing the Legal and Ethical
Regulations of AI

4.1 Introduction

When it comes to extremist content removal through automated systems, the regulatory re-

sponsibility that social media companies face are for the most part self-imposed, as previ-

ously identified. However, it was noted that governments could contribute to an extent if there

were any infringement on national or international legislation, the likes of which is commonly

encompassed within the remits of domestic hate speech, extremism, or terrorism legislation.

However, this is to look at extremist content removal on a surface level. If the scope of this

topic were to be broadened and looked at on a macro scale there are other means of regulating

such content. A domestic example of this in the UK is the Data Protection Act which was,

ratified, implemented, and most recently revised and brought into effect in 2018 [65]. Both

this legislative framework and its predecessor (ratified in 1998) were amended and updated in

response to directives and laws set out by the European Union. Despite the Data Protection Act

originally coming into force in 1988 [57] solely from a national incentive and not as a result

of EU legislation. Regardless, the Data Protection Act 1998 was a domestic manifestation of

the EU’s Data Protection Directive, set out in 1995 [103]. And the Data Protection Act 2018

was implemented in line with the EU’s General Data Protection Regulation (GDPR) which

was also put into effect in 2018 [104]. Each of these legislative frameworks pertain to the

same subject matter, the processing of personal data in addition to the free movement of such

data. Both of these legislative frameworks ensure that the legal protections of privacy are not
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a secondary objective, but rather protections of ‘privacy by design’ and ‘privacy by default’ as

clearly stated in the GDPR [104]. Thus, the Data Protection Act 2018 can be understood as the

UK’s implementation of the GDPR. This ultimately translates to organisations including social

media companies having to plan how a user’s personal data will be processed for it to be able

to pass through the platform both safely and securely. The importance and relevance of data

protection legislation is paramount due to its relevance to the deletion of personal data used

in AI extremist content removal. Although legislation has significant remit over Data Privacy

and its close link to data protection, there are also ethical considerations in play. AI ethical

principles fill a middle ground between a companies policies and a particular government’s

legislative framework. And act as a voluntary gesture of goodwill; in this context, such an eth-

ical consideration could take the form of a collection of ethical principles that state measurable

ways and factors that contribute to the ethical process of removing extremist content using AI.

Although each of these approaches have been considered individually, comparing the two and

applying them to an extremist content removal context is an angle yet to be explored in the

academic literature,

Thereby, this chapter will consider the protections of privacy from the aforementioned

legislative frameworks followed by the legal protections freedom of expression which is syn-

onymous with data privacy when considering content removal of any variety. This will be

followed by an analysis of the UK’s national ethical AI principles being applied to the pro-

cessing of personal data and protection of privacy. In doing so, identifying both the legal and

the ethical regulations of processing personal data which consider the implementation of an

AI framework within the context of protection of privacy and freedom of expression. As a

result, this chapter will argue that although legal regulation has a substantial effect in regulat-

ing social media companies when it comes to AI content removal; as previously stated in this

paper, there is perhaps nobody better suited than the social media companies themselves. Con-

sequently, adopting and/or developing robust AI ethics principles in conjunction with meeting

legal requirements may be the optimal route to conducting extremist content removal. Thereby,

adopting and promoting transparent ethical considerations when conducting extremist content

removal through AI systems may be deemed essential in the protection of privacy and freedom

of speech.
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4.2 The Legal Protection of Privacy

4.2.1 Introduction

The legal protection of a users privacy on a digital platform can be presumed to be a contem-

porary issue. However, it has been 36 years since the UK’s Data Protection Act 1984 [57] was

ratified which did just that, before swiftly being updated and superseded by the Data Protection

Act in 1988 [57]. As previously noted this act has since been revised on several occasions to

deal with the complexities beyond just introducing rules of registration and rights of access to

data that regard said individual. The most recent of which is largely a national manifestation

and supplementation of the GDPR. Thus, the following section will identify the more notable

features in the European Union’s 2018 GDPR, and where appropriate and relevant reference

the UK’s variation of the regulation.

4.2.2 General Data Protection Regulation

The GDPR came into effect in 2018 where it implemented the toughest privacy and security

law in the world [105]. Despite its coming into effect in the EU, its remit stretches throughout

the rest of the world on the basis that a person or organisation targets or collects data related

to someone within the EU. It is worthy of note that this regulation is not to be taken lightly, as

failure to abide by its legally binding regulations as a fine can be levied against an organisation

of up to 4% of its annual turnover. Which when applied to a large company such as Facebook

or Twitter translated to tens of millions of pounds. As a result, social media companies are

documenting their efforts to show their compliance with the GDPR as data controllers [38,112].

Throughout the GDPR several key terms are referred to. In order to understand the regula-

tion and the following application of it to automated extremist content removal, it is necessary

to identify these. Thus, the following list found below comprises several of these key terms

necessary to this paper that can be found in Article 4 of the regulation:

• Controller: the company/person who decides how and why personal data is processed

(in the context of this dissertation it would be the social media companies, i.e., Facebook

and Twitter)

• Data subject: an identifiable living individual (in this content the data subjects would the

users of the social media platforms)
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• Personal data: any information relating to a data subject (this could consist of image, or

text post on a given platform)

• Processing: doing anything in relation to personal data (for example, passing an image

through an AI system before it is allowed to be uploaded to the platform)

• Processor: the company/person who processes personal data on behalf of the controller

(this would also be the social media companies, i.e., Facebook and Twitter)

• Recipient: a company/person to which personal data is disclosed (this could include

other social media companies if data is shared or through a unified body such as the

aforementioned GIFCT)

To rephrase where this regulation applies using this GDPR terminology, the remit of the

GDPR includes anyone who is processing and/or holds the personal data of a data subject

within the European Union as stated in Article 2. And as AI and automated systems pose

several data privacy challenges, it falls under the remit of the GDPR. Through using the previ-

ously identified hash system GIFCT uses to identify extremist images as an example. The most

notable privacy challenge for this example is that it has to collect additional personal data to

the database which is then used in the AI technology if it is deemed to be extremist. However,

the GDPR states through Articles 13 and 14 that data subjects have the right to be informed.

These articles state that when using and collecting personal data, users must be informed about

what the data is being used for and to not use it for an alternative purpose. Therefore, using AI

systems to remove extremist content suggests an issue of scope. This may be deemed the case

as an effort must always be taken to minimise the personal data held by a social media or in

this case GIFCT, at every step of a given process.

In addition to limiting data collection and storage, the GDPR also sets out the requirement

that said data cannot be held indefinitely. Data storage must be put in place with limitations on

the duration of its storage, as set out in Article 5 (e). Furthermore, following data collection a

data subject can request information regarding what personal data of theirs is being held, and

what it is being used for. It is the responsibility of the data controller to provide said information

or even to remove said data upon request. This is accounted for in the scope of Article 17 which

entails the right to be forgotten and erasure without delay. However, in the case of the Data

Protection Act 2018 the definition of deletion cannot be found. The importance of deletion

is essential in complying with the right to erasure in addition to ensuring personal data is not
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used for any additional purpose beyond what was originally stated. However, deleting digital

data can be difficult with information being stored in several places, unlike traditional paper

stores where the original document can be located and simply incinerated. Using the GIFCT

database as an example, GIFCT may have their own database, however each of the companies

that use this system may have that same database in their own servers. Thus, deleting data on

one does not necessarily guarantee its erasure on another. Thus, the ICO (who regulate data

protection in the UK) will allow data controllers -in the case that the deletion of data may not

be possible- to put said data ‘put beyond use’, as long as it can be accurately identified [69].

However, it is unclear if a user should be made aware of this caviate or if these is a loophole

in storing an individuals data without having to inform them upon request. Thus, it may be

the case that the GDPR places undue stress on companies trying to develop effective content

removal systems, as it puts into place almost unattainable and undeniably difficult measures for

efficient content removal methodologies such as automation and AI. To expand, if an image

used to train a model needs to be erased, every time this takes place the AI may have to be

retrained. Which as a result is both demanding of resources and can contribute to hampering

the effectiveness of a content removal model.

As a result, data controllers must be able to identify and access this data for a single indi-

vidual even if a system is operating on a global level such as Facebook, who as of March 2020

have accumulated an average of 1.73 billion daily active users [37]. In other words, Facebook

must find a needle in a haystack with 100% accuracy on demand. Furthermore, through this

inherent limitation on privacy and by extension data, the quality of security achieved by auto-

mated extremist content removal is certainly hindered to an extent. This may be deemed the

case for several reasons. Firstly, AI and automated systems seek to benefit from accumulating

as large and quantity and as high a quality of a training data set as possible. As the quality of a

systems training data quality reflects how much it can learn thus, the more accurate and effec-

tive the results that it can return. The more dimensions said data set acquires, the stronger the

model, thus, the longer the data is held the more any historic correlations can be explored. The

likes of which is an important and telling dimension and data quality to consider in the context

of extremism [93]. Therefore, by extension of the defense of privacy achieved by the GDPR,

its impact might stretch to resulting in the simplification of the automated methods such as AI

by social media companies. Which by extension is likely to result in non-optimal extremist

content removal. Thus, this clearly lays out the dichotomy between privacy (achieve through

privacy protection legislation) and security (achieve by automated content removal methods).
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With the intended nature of the GDPR being to protect privacy, acquiring transparency from

data controllers is necessary by extension, as set out by Article 5(1) of the GDPR. This places

undue pressure on those looking to implement AI and automated systems [30]. To increase

AI transparency with the GDPR may mean to hinder the quality of AI. To continue using the

GIFCT hash database as an example the quality of the data as previously established is hindered

by how long the data can be held, how it is acquired, and how accessible it is. However, AI

in this case is likely to be explainable as images are removed if they match the banned images

list found in the database. However, if this AI were to be expanded and developed to remove

content based on learning from the images in the database using a Black Box Model model for

example, the GDPR would limit its effect. As the decision to remove said content is required

to be explainable, which in the case of black box models is far from an attainable requirement

(as insinuated by the nondescript nature of the catch-all term). This limitation placed on those

looking to implement AI and other automated system is also extended to the features they can

extract. This limitation is put in place by Article 9 of the GDPR which prohibits discrimination

through the use of data for the following:

"... the processing of personal data revealing characteristics such as racial or ethnic

origin, political opinions, religious or philosophical beliefs..."

All of which may be significant factors in a large variety of research areas. Not only to the

area of identifying online extremist content that this research focuses on but also research in

the medical sector and other avenues of the security sector alike. Thus, continuing the theme

that the GDPR in principle makes the implementation of automated content removal methods

to a broad spectrum of fields unquestionably difficult.

However, the effect the GDPR has on the implementation of automated methods for ex-

tremist content removal is currently a matter of how this regulation is interpreted [30]. With

an inherent lack of case law to reference, the interpretations are left unclear and with room for

interpretation comes room for misinterpretations. One could argue that the legal protection of

privacy, in this case, proposes a dilemma. A clear trade-off between privacy (provided by the

GDPR) and security (provided by effective automated extremist content removal). This is not

to say, however, that the GDPR prohibits the use of AI. There are exemptions to several of these

requirements, including where providing the information to the individual would render impos-

sible or seriously impair the achievement of the objectives of the processing, where it would

be impossible or provide disproportionate effort. However, akin to the regulations themselves
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the exemptions are subject to interpretation. Therefore, these exemptions are equally limited in

scope as the regulations themselves until case law begins to establish a broader understanding.

To develop on from a theme uncovered in the previous chapter; to meet the requirements of the

exemptions set by the GDPR will depend on who the technology is applied to. For example,

these exemptions may be more easily met when it comes to the a group such as Al-Qaeda and

ISIS, but this may be less the case when it comes to right-wing extremists such as Britain First

and Generation Identity, where guaranteed outcomes are not so easily determined, the propor-

tion of effort is difficult to determine and risk of harm is variable. However, more clarity on

this matter will begin to present itself in time and when the potency of these regulations will

become clear as the courts produce their verdicts and the matter is then clarified. In the mean-

time, where content is being removed freedom of expression (as it is understood in the UK)

may be under infringement. Thereby, not only is extremist content removal subject to Privacy

legislation, it also finds itself at loggerheads with freedom of expression legislation.

4.2.3 Protecting Freedom of Speech and Expression

Beyond the protection of privacy, extremist content removal also has to tread lightly when it

comes to infringing on freedom of expression. social media companies essentially walk the

fine line between free speech and hate speech. The difficulty in walking this line is that one

protects the safety of other and the other limits and infringes on a person’s human rights. In

the UK article 10 of the Human Rights Act 1998 states that freedom of expression is a limited

or qualified human right [58]. This right can be interfered with if it meets a legitimate aim,

such as the protection of other people’s rights, for national security, public safety purposes or it

prevents crime. Thereby, there is a clear legal basis to limit an individual’s freedom of speech

in the UK that provides a safety net and legal basis for extremists content removal systems.

However, in using this legal basis, social media companies and governments can be seen to be

taking liberties in moderating content without transparency, notice, or due process [106].

In addition to these exclusions and exemptions, freedom of expression can also be ham-

pered if it is to be categorised as ‘hate speech’ in the UK. Hate speech, however, is a catch-all

term in this content. The is no hate speech act that defines its parameters, rather it can be un-

derstood as the collection of limitation on freedom of expression for committing a crime. The

most recent account of hate speech legislation can be found in The Terrorism Act 2006 [60]

which criminalises “encouragement of terrorism”. Additionally, Section 127 of the Communi-

cations Act 2003 [59] makes sending a message through a public electronic communications
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network that is considered grossly offensive, or of an indecent, obscene or menacing character

a criminal offense. And finally, section 4 of the Public Order Act 1986 [56] makes "threaten-

ing, abusive or insulting words or behaviour that causes, or is likely to cause, another person

harassment, alarm or distress” a prosecutable offense. All of these examples individually hold

significant implications for freedom of expression that is not to be taken likely given the scale

of this context [106].

What each of these examples provides are ways in which social media companies can gov-

ern their own content moderation on their respective platforms without the essential element of

transparency that is necessary to a achieving fair and effective content removal process. This is

not to say that social media platforms should not moderate the content on their sites. But plat-

forms can all too easily censor valuable freedom of speech and expression without due process.

Combining this hate speech legislation with the limitation on freedom of expression in addition

or aggressive or non-specific content removal terms of service, social media companies are free

to limit freedom of expression without persecution. This becomes even more apparent when

operating in the pre-criminal space. While the UK government has set out these limitation,

balance is achieved by those charged with infringing this civil liberty with a fair trial that offers

due process. Social media companies on the other hand get to remove content and thus limit

freedom of expression before it has been uploaded, without delay and on a global scale. The

majority of society wants a platform free of extremist content, however nobody is a winner

when social companies censor online speech without transparency, notice, or due process [44].

4.2.4 Conclusion

The legal protection of privacy quite clearly plays a significant role in regulating the imple-

mentation of AI and other automated systems. The GDPR and by extension the UK’s Data

Protection Act puts in place strict measures with even stricter punishments/incentives depend-

ing on your outlook. It can be understood without question that the GDPR is effective and

concise about how it maintains users privacy and lives up to its ‘privacy by design’ priority.

However, it has become clear that the strict regulations it puts in place reinforce an already

present narrative that suggests you cannot have maximal privacy and maximal security simul-

taneously. In other words, to have more of one means less of the other. And in the case of these

regulations and the resulting legislation’s, when it comes to the legal aspect of automated con-

tent removal, privacy is quite clearly placed before accuracy, safety, and security. This is not

to say however that all forms of regulation of AI and privacy may be one in the same, ethical
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regulation of AI may have a different story to tell. Conversely, the strict protection of privacy

juxtaposes the protection of freedom of expression, which is far less thoroughly safeguarded.

Which may be to the dismay of the right of the user, although the benefit of effective content

removal to some may out-weight this cost.

4.3 The Ethical Protection of Privacy

4.3.1 Introduction

It is without question that ethical considerations should always take place when considering

anything with an impact on humans. And the inherent trade-off between privacy and security

found in the legal protections of privacy makes ethical considerations all the more necessary.

Thus, this avenue will be explored specifically in reference to AI ethics principles which now

populate discussions around the various implementations of AI.

4.3.2 AI Ethics Guidelines and Policies

Following on from the legal protection of privacy and regulations of AI it is necessary to also

consider the ethical protections and regulations. Looking at computation through an ethical

lens is not a new angle in academic literature, however, the recent surge in AI ethics principles

over the last five years is a modern manifestation of these long-established considerations.

Naturally, this recent trend of AI ethics documents being produced by companies, governments,

and unions alike has attracted attention in the academic and research communities. As has been

drawn from the previous section, when it comes to the regulation of AI through legal processes,

a lot is left to be desired in terms of clarity of how such regulation is to be interpreted and

what approaches governments and the companies themselves expect. Thus, supplementary AI

ethical guidelines may prove the necessary vessel to develop clarity and uncover the themes

that are present in legal regulations.

The purpose of AI ethics is both human-centered, multifaceted, and in many ways diverse.

Depending on which document is being referenced it is likely to have a different intended

audience to the next with different motivations and end-users in mind. Prior to uncovering the

broad narrative shared by these documents, it is first worth understanding what is meant by

AI ethics more broadly; the said definition can be found below which effectively defines the

notion [2]:
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"AI ethics is a set of values, principles, and techniques that employ widely ac-

cepted standards of right and wrong to guide moral conduct in the development

and use of AI technologies."

In regard to AI ethics principles more specifically, these regulations can more commonly be

seen and intended as a guide for the responsible innovation, design, and implementation of

AI systems. Whether it is reflecting on their own ethical processes or recommending them to

others, these guides often feature values, principles, and guidelines to develop transparency,

aid in privacy, and assist the deployment of ethical AI systems both safely, and responsibly [2].

Such documents acknowledge the potential successes and harms that come with AI. Therefore,

in the search for the optimum route regarding public benefit when it comes to both safety and

privacy, AI ethics principles may be the vessel of choice in meeting this aim.

One of the key and most apparent differences between the legal and the ethical responses

to regulating AI is who can produce such regulations. Legal frameworks have long been estab-

lished on an international scale, however, there is no national ethics framework that produces

all of the ethical guidelines. Equally, there is no vetting process for the release of said guide-

lines, thereby, when initially considering ethical regulations the authenticity and robustness

are already called into question. By extension, this equally calls into question what the inten-

tion is for organisations of all varieties in developing and sharing such documents. Especially

when considering the broad array of publishers of such AI ethics principles e.g., Microsoft,

Google, the Alan Turing Institute, the UK House of Lords Select Committee, the European

Commission’s High Level Expert Group on AI, IBM, and Springer. The recent boom in the

publishing of the AI ethics principles is undeniable. In a study on AI ethics principles docu-

ments in 2019 that identified 84 documents matching the description [72]. One of the more

notable trends was the boom in the number of publications being released with 88% being

released after 2016. Over 50% were made up of the top three categories which were private

companies (22.6%), governmental agencies (21.4%), and academic and research institutions

(10.7%) almost entirely from the western regions of the globe. This surge clearly evidences

the embryonic nature of such regulations, which provides a stark contrast to the development

of legislation. Although the reputation of those producing such documents may outweigh the

new, untested and likely fluid development of such policies and regulations.

Despite the development of such documents being a clear step in the right direction, the

integrity of such documents needs to be called into question. As identified in the AI ethics
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definition above, there is an innate presumption that the policies in these documents have the

correct qualities that would translate into practical implementation, however, this is often not

the case [10]. Several academics have noted this nature of impracticality in such documents and

have claimed they are a method of keeping stakeholders content whilst simultaneously working

to delay companies from adopting practical AI regulations [83]. In addition, a 2019 paper that

explored the ethical nature of AI ethics principle documents, one of the several findings in the

paper determined that regardless of the organisation which produces a said document, there are

almost unanimously always vague and superficial principles present [54]. As previously iden-

tified these documents have different stakeholders and end-users in mind and despite this, these

principles that are designed to inform the boundaries of ethical guidelines and frameworks are

commonly found without implementable or practical measures, checks, or balances for those

developing, creating or regulating creating ethical AI systems. It can, therefore, be deduced

that there is anywhere upward of 84 AI ethics documents that do little for the protection of pri-

vacy and the development of ethical AI, and instead provide nuanced terms and topics that keep

governments and stakeholders content. Ultimately this brings into question both the purpose

and benefit of such documents and to what extent are their contents produce abstract problems

with the absence of technical solutions. Despite the negative perception that some academics

have taken to these documents it certainly does not make them redundant. The medical sector

for example provides an adequate case of where ethics principles are implemented into practi-

cal principles that are used to inform and regulate such processes [16]. What this suggests is

that the embryonic nature of these principles in this field is apparent. Thus, developing these

documents to make them both more measurable and implementable is an essential next step.

Carrying out measures such as these to strengthen the documents may leads to bringing the gap

between the harsh demands set out by legislation and the realities associated with effective AI

implementation.

It may be determined that there is a slight shift in focus compared to the legal and ethical

approaches to regulating AI. Where the GDPR engages in privacy by design, AI ethics prin-

ciples seemingly engage more in humans (or political motives) first and privacy by extension.

Consequently, in an effort to uncover what AI ethical principles are being put in place the fol-

lowing section will follow the same theme as that found in the previous section. Whereby, both

the UK and the EU’s AI ethics principles will be analysed in their regulation of AI in addition

to the implications of the protection of privacy. In doing so, each of the respective organisa-

tion’s principles will be considered and compared in addition to uncovering the measures put
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in place to monitor the effect of each principle as and where said these sections are present. As

a result, this will determine the effectiveness and impact of these regulations on AI extremist

content removal.

4.3.3 AI Ethics Principles

Having conceptualised the recently emerged field of AI ethical principles, both strengths and

limitations have been identified. Thus, in line with the legal protection of users’ privacy using

the UK and EU as examples, the same sources will be considered for the ethical protections

of privacy. Baring these in mind, the following three chapters will consider each of the two

different AI ethics guidelines. As a result, the ethical principles will be identified, compared,

and analysed in terms of what they may represent in terms of the protection of privacy. This

will be structured in three key sections, the stated purpose and audience of the principles, the

principles themselves, and the application and measurement of said principles.

4.3.3.1 Purpose and Audience

In the document produced by the UK Government [64], AI ethics are referred to as the ethi-

cal building blocks needed for the responsible delivery of an AI project. The foundations of

these principles are built on the understanding that AI ethics emerged from the need to ad-

dress the harms AI systems can cause namely, applications that invade users’ privacy [66]. The

principles are aimed at anyone involved in the design, production, and deployment of an AI

project including but not limited to data scientists, data engineers, domain experts, delivery

managers, and departmental leads. The document sets out four principles that were developed

in correspondence with the Alan Turing Institute’s public policy program [1] who themselves

have their own AI ethic principles [2]. In partnering the principles with other documents as

referenced above in addition to the UK’s AI ethical guidance document [64], the government

implies the difficulties in feasibly protecting privacy through AI principles.

The document produced by the EU is a far more diverse and multifaceted approach to

ethical AI than what is commonly seen in such documents [34]. To achieve trustworthy AI

there are three components, which are to be met throughout the entirety of the system’s entire

life cycle: which in broad terms are to be lawful, ethical, and robust. Thus, the ethical principles

found in this document are supplementary as opposed to being the fundamental quality as they

make up a third of the total requirements to achieve trustworthy AI. The principles are primarily

aimed at the developers, deployers, and end-users of the system, in addition to the wider society
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which in other terms means almost everyone. However, each category of stakeholder has a

specific role, with developers the expectation as that they implement and apply these principles,

deployers are required to make sure that the systems uphold principles and end-users should

be informed about the principles. Of which there are four, although this could be expanded by

a further seven ethical requirements, however, this is not in the scope of this section.

4.3.3.2 Principles

The four principles previously referred to in the UK AI ethics principles are as follows: fair-

ness, accountability, sustainability, and transparency. The first principle of fairness is made up

of four subcategories including data, design, outcome, and implementation fairness in order to

meet a minimum level of discriminatory non-harm. The second principle of accountability re-

quires that AI systems are completely answerable and auditable. This is to be achieved through

an ongoing chain of responsibility with accompanying oversight. The third principle recognises

sustainability, this principle can be met through achieving safety, accuracy, reliability, security,

and robustness in order to address the real-world impact of the AI system. The last principle

addresses transparency; firstly through producing explainable model performance and then to

justify its performance based on ethics, trustworthiness, and nondiscrimination/harm. These

points are then expanded for further reference in the Alan Turing Institute’s guidance on AI

ethics and safety [1].

The four principles previously referred to in the EU’s AI ethics principles are as follows:

respect for human autonomy, prevention of harm, fairness, and explicability. The first princi-

ple of respect for human autonomy addresses the need for AI systems to augment, complement

and empower human cognitive, social, and cultural skills. And not subordinate, coerce, de-

ceive, manipulate, condition, or herd humans. The next principle regarding the prevention of

harm entails ensuring dignity as well as mental and physical integrity are always maintained.

And that AI systems are robust enough to ensure that they cannot perform their function for

malicious purposes, however, there is no mention of privacy on this matter. The third principle

of fairness largely entails developing systems free of bias, discrimination, and stigmatisation

and to promote societal fairness through equal opportunity without deception or impairment.

However, the recommendation that practitioners should respect the principle of proportional-

ity between means and ends is notable as it leaves an open door when it comes to the battle

between privacy and security. Finally, there is explainability, which requires that AI systems

should be as transparent as possible in order to be understood both by those directly and indi-
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rectly affected by its function.

4.3.3.3 Application and Measurement

When analysing the application of the four principles set out by the UK government, it is first

worth reinstating their purpose. The guidelines were not developed as a standalone publica-

tion of processes or as a vessel for transparency but to provide others the tools and building

blocks to implement their own ethical AI. The principles very much achieve this through their

signposting to other topics in a way that makes a starting point but by design not an ending

point. The recommended template provides a step-by-step for each governance action having a

designated member of staff, targeted considerations, time-frames, clear and well-defined pro-

tocols. However, the only principle that may not negatively impact extremist content removal

through AI is the sustainability principle. Whereas the fairness principle rules out the inclu-

sion of discrimination which may ultimately lead to increased efficiency in this content. Give

for example the correlation between white males associated with far right groups and Arabic

males associated with groups such as ISIS and Al-Qaeda. Furthermore, both the accountability

and sustainability principles require systems to be answerable and transparent, both of which

is likely to the detriment of an AI system if it uses a black box model. In addition, little is men-

tioned in regard to privacy or to measuring the impact of these policies. Thereby, the purpose

of the four principles is clearly broad with questionable benefit, and where these principles are

more specific it may be argued that it is to the detriment of the removal of extremist content

through AI.

In regard to the principles set out by the EU, the developers, deployers, and end-users of

an AI system are the intended recipients. Having addressed each of the four ethical principles,

how this aim is to achieve is raised into question. It becomes unclear how certain categories

of the intended audience are to digest and act on the information. Thus, either the scope could

have been limited with more specificity or several separate/more descriptive resources could

have been developed for each intended recipient. In each of these principles, it becomes clear

that privacy is a secondary concern as it can be found in the ethical requirements and not in

the principles. In line with the UK’s ethical principle, the EU principles may also find them-

selves between privacy and security. The third principle of fairness and the fourth principle of

transparency are potentially counterintuitive to removing extremist content. As removing such

content may favour a models accuracy over ‘fairness’ and discrimination. And revealing the

decision making processed by these tools may give online extremists the upper hand. And in
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regard to measurability, there is nothing in the way of implementation beyond hiring staff.

4.3.4 Sub-Conclusion

Based on the assessment of AI ethical principle documents, the ethical protection of privacy

plays a nuanced and secondary or arguably tertiary to a non-existant role in the development

of AI. In exploring the ethical impact on privacy, a harsh truth regarding the authenticity and

utility of AI ethics principles has been called into question. Simply to recommend prioritis-

ing user privacy in such documents would be almost meaningless. With the black cloud that

follows the legitimacy and motive of these documents in conjunction with the inherent lack of

measurable and practical implementations. A page can be taken out of the book of the medical

sector in having robust principles that hold their own unique obligation. It is the opinion of this

paper that these documents have potential utility and benefit, however, they are in a significant

need of reinventing with a more practical outlook that pushes privacy towards the top of the

heap. As a result, their application to the implementation of AI and automated systems would

be virtually obsolete; leaving the majority of the weight on self regulation and legal regulation.

4.4 Conclusion

To conclude this chapter on the analysing the legal and ethical implementation of AI and other

automated content removal methods to the developmental stage of this area is necessary to

highlight. Both pairs of legal and ethical regulations of AI have been released in the past five

years. Thus, they are subject to the imperfections that come with regulations in a new field.

When considering the legal regulations, privacy is clearly a priority, however, as a result, the

quality of AI is likely to be hampered in order to meet these requirements. Convesly, freedom

of expression may be infringed within legal remit which may tip the scale in the favour of

security but away from the preservation of human rights. From this, it becomes apparent that

supplementary AI ethical guidelines would in theory prove necessary in developing clarity and

expanding on the notions the themes that are present in legal regulations. Which to develop on

from, lacks the necessary case law to be fully understood in regard to the differences between

what the law says and how it is applied and enforced. Essentially in this context, the law

shows its age and leaves a lot of clarity to be desired in regards to users’ protections of privacy

and freedom of expression. The hypothesis was that ethical guidelines would fill this gap.

However, in practice, these documents leave those who engage with them with more questions
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than when they started. And do little beyond paying homage to the protection of privacy. The

adoption of nuances, nonspecific, non-implementable, non-measurable principles does little in

the way of developing clarity. Although, this is not to say that a more thorough example of

these principles could not achieve this aim. If the producers of these principles would hear such

criticisms and adopt a more practical approach to ethical principles, the likes of which can be

seen in the medical sector. Then the pairing between legal and ethical regulations of AI and

the protection of privacy still has the potential of being a harmonious amalgamation of those

fields looking to achieve the same goal. However, the current state of affairs between these two

fields is unclear, exists with questionable intentions and reinforces an age-old problem which

is the trade-off between privacy and security. Thus, as a result of these conflicting regulations

on extremist content removal, the following chapter will consider how this process can most

effectively be conducted in regard to said regulations.
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Chapter 5

Analysing Effective Extremist Content
Removal

5.1 Introduction

Having analysed where the large portion of the responsibility lies in addition to both the le-

gal and ethical constraints of social media extremist content removal; it is the purpose of this

chapter to analyse how this content removal can most effectively be conducted in light of these

constraints. As previously identified, the three key categories of content removal consist of au-

tomated, human, and the combination of the two hybrid-automated extremist content removal.

Each of these three categories will be explored individuals, identifying, and developing on the

practical advantages and disadvantages of each approach. These factors will include the re-

quired resources to perform, any legal or ethical implications, and requirements in addition to

recommendations based on these factors. In doing so this chapter will evidence that identifying

the most effective approach to removing extremist content from social media is not so clear cut.

Rather, it relies on larger companies sharing resources with smaller companies, the justification

of potential harms and the unique ethical implications associated with each approach. In short

the correct method of removing online extremist content removal is a complex balancing act,

where there is yet to be a perfect technique.
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5.2 Automated Extremist Content Removal

The adoption of automated extremist content detection systems appeals to both ends of the

social media spectrum. Small companies cannot afford to employ a large human workforce to

moderate their content and large companies require scalable content moderation to deal with

the hundrends of millions and billions of users that frequent their platforms. Automated sys-

tems can perform a number of functions, for example, the aforementioned Facebook systems

that utilises AI to remove 99% of ISIS and Al-Qaeda content before it is even uploaded, in

addition, such a content detection system can flag suspect messages, posts, and accounts. Not

only are automated systems more feasible for smaller companies to adopt, but such systems

and their corresponding databases can also be shared to strengthen them. A prime example of

this can be seen in the previously identified hash system developed by GIFCT, which shares a

database developed by the larger social media companies with smaller social media companies

that join the forum. What this essentially looks to mitigate are the disadvantages that smaller

platforms face which is the time it takes them to develop their own automated systems that

come as a result of their limited financial resources and manpower. And with a topic that ebbs

and flows like extremism, time has significant value, as a system that takes a relatively long time

to develop may no longer be as effective upon the time of its implementation. However, pair-

ing these technologies with automated systems that analyse behavioural cues may provide an

effective way of combining automated systems to combat extremist content [113]. Behavioural

cues can consists of factors such as an abnormal posting volume and hashtag hijackings. In this

context, hijacking a hashtag refers to a process where a post uses trending hashtags to increase

its range and viewability beyond the sources immediate audience. One of the stronger aspects

of using automated systems is that the quoted accuracy ratings that support a given system as

referred to above. Naturally, companies are chasing down the potentially unattainable 100%

accuracy, however, how this statistic is calculated has not yet reached consensus [113].

The two aforementioned examples of the GIFCT and Facebook automated systems are

representative examples of both real-time and retrospective automated filtering techniques. The

GIFCT system is a clear-cut example of a real-time filtering system; whereby, in the time

between a social media post is being uploaded and before it is officially posted the content

is passed through the GIFCT extremist filter. The benefits of this approach is that it prevents

known extremist content from ever being posted, however, when the platform is flooded with

content, platform users will notice an increase in delay when posting content. Conversely,
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retrospective filtering comes in to play after content has been posted, where the filter passes

through all social media content in order to identify any extremist content base on a more up

to date understanding. This approach is strengthened as it offers the most up to date filter

to existing content, however, for this to work it means that for a period of time extremist

content will exists on a given platform. There are clear and significant benefits to both of

these approaches, however, when combined, the strengths of each of these methodologies is

significant. However, the development of a system which mitigates the limitations may be

deemed necessary. Certainly there is scope for future work on this topic which combines

retrospective and real-time filtering to create hybrid filtering which adjusts depending on set

characteristics. For exampl, if the filtering system were to be applied uniquely to each user

based on a set of characteristics such as a calculated trust value. Where low trust value users are

more frequently subject to retrospective filtering. Or, in reference to the previously identified

behavioural cues, where a users posts an abnormally high load of content real time filtering

could be applied and when low to normal levels of content is posted retrospective filtering can

be applied later to deal with latency and capacity limitation. However these concepts are just

that... concepts.

When companies quote 99% effectiveness on automated extremist content removal sys-

tems, this leads one to presume that 1 piece of extremist content would pass through the mod-

eration net for every other 99 pieces that would be caught. However, this fails to factor in

content that is falsely marked as being extremist (false positives) and content that is falsely

marked as not being extremist (false negatives). Thus, 99% effectiveness fails to represent the

content that the system is producing false postives and negatives constantly for the billions of

data entries that run through it. In a study that anonymously interviewed GIFCT partner com-

panies and law enforcement based internet referral units, two methods of measuring accuracy

were proposed. The first considered examining the appeals rate, whereby the number of suc-

cessful appeals would represent the average false positives, thus, representing the quality of the

system. However, this fails to address the issue of calculating how many people appeal their

content being removed and the quality of the appeal process itself. The alternative considers

an internal reviewing process that uses a range of human moderators to re-label a random sam-

ple of the removed content to calculate the accuracy [113]. However, this is not applicable to

platforms solely using an automated system. Thereby, even in cases where systems perform at

remarkable accuracy rates, companies have not yet avoided primarily removing innocent con-

tent. When this is combined with the absence of a consensus method of measuring accuracy
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and the different understandings of what can be identified as a true and false negatives, such

statistics are to be taken lightly.

In the frequent case where false positives occur, the GDPR sets out the right to lodge a

complaint with a supervisory authority in article 77 [105], in other words the right to appeal

a decision made by a social media company. The difficulty in this setting is that without

human moderation how such appeals can be dealt with is a relative unknown. This becomes

emphasised when considering the scale of content seen by larger social media companies. And

if said system was a black box, then explaining the decision making process may not prove

possible. Considering this through an ethical lens may also prove troublesome due to certain

systems such as the GIFCT shared hash database which acts in the pre-criminal space. Thus,

when using solely automated content removal techniques, transparency may be the most crucial

element of conducting the practise effectively, ethically and legally.

5.3 Human Extremist Content Removal

Many social media companies are hesitant to disclose any specifics on how they moderate the

content on their platforms. However, in a series of blogs referred to as ‘Hard Questions’, Face-

book outlined a broad narrative of how they are striving to counter terrorism [13]. Said blog

series, briefly touches on the strengths and the limitations of automated non-human content

removal (as discussed above) and thus, justifies the necessity for a human element to extremist

content removal. As of March 2020, the most recent estimation is that in the U.S. Facebook has

accumulated 15,000 content moderators, the likes of which are commonly employed via sev-

eral third-party contracting companies [107]. Of this number, the most recently quoted statistic

by Facebook states that just 150 of these are dedicated to terrorist content [13]. Which, if this is

still an accurate figure would clearly evidence a significant disparity, that is disproportionate to

the threat posed by online extremism and terrorism in proportion to the number of human con-

tent moderators. However, despite this disparity, Facebook has set the highest bar on this front,

with companies such as Twitter failing to uniquely identify extremist or terrorist content as a

separate matter in the content moderation efforts. In addition, 10,000 people jointly moderate

YouTube and Google products; and Twitter have employed around 1,500 moderators. This

may shine a more positive light on efforts made by Facebook, however, given the daily volume

of contents being posted on these platforms, these numbers are simply beyond inadequate [4].

Facebook identifies the role of its content moderators as a necessary supplement to their
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larger AI strategy. The broad job description of the ‘content moderator’ largely consists of

reviewing the millions of posts which can take the form of written posts, images, and videos

that have been flagged by users of the platform. The three possible outcomes of this reviewal

process are to decide whether to ignore, escalate (forward to management), or delete these

posts depending on whether or not they violate Facebook’s terms of service [13]. The decision

making in this process is informed and supplemented by two key components. Firstly, content

moderators must attend a two-week training course and secondly, moderators are provided with

manuals with the companies policies on all matters and topics that are likely to be encountered

[68]. What this effectively provides is a complex decision-making tool provided by humans, to

what is an equally complex topic which is seen as essential to the task of removing extremist

content [27, 68].

However, despite the strengths of tasking humans with understanding the complexities

associated with removing extremist content, the realities of this role are far less reassuring.

One of the more glaring concerns with human content moderation is its scalability. On social

media platforms such as Facebook, Twitter, and YouTube in a single day billions of posts are

accumulated. Through the user’s flagging system and AI screening systems, Facebook gathers

over three million accounts of reported content [4, 74]. An interview with a Facebook content

moderator revealed that moderators will likely review posts up to 400 times per day [84]. If

every content moderator were to meet this target every shift, then Facebook would require

7500 content moderators to work every single day. However, this statistic factors AI screening

to flag posts. If this were not factored in and humans had to review an average of the 350

million images along being published every single day according to Omnicore [86]. Then

this would require 875,000 content moderators to review 400 pieces of content every single

day. Not only is this not financially feasible, but it is also not the silver bullet when it comes

to accuracy. Current estimations predict that for every 10 posts reviewed, one is acted on

incorrectly [74]. Thus, if this workforce were to be gathered, it would mean that every day,

from the 350 million posts 35 million would not be responded to accurately. This excludes

stories, posts, videos, comments, and the various other forms of uploads that the site uses. In

the case of inaccurate results and an appeal by a user, this presence of a human conducting

this process is necessary for deciding where the line is to be drawn in the grey areas posed

by a companies terms of service. However, it may, therefore, be fair to say that this is not

an effective method of regulating extremist content for large platforms. However, even if this

method were to be adopted by a smaller social media platform, it is unlikely that said platform
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would have the finances to sustain such an operation.

When comparing the role of human moderators to automated content removal one of the

main advantages is the complexities that human decision making can comprehend to a standard

to yet to be achieved by machines systems. However, when companies are claiming 99%

accuracy in removing Al-Qaeda content, this provides a stark comparison to the 90% accuracy

achieved by human moderators. Although calculating this accuracy figure is subject to scrutiny

and debate, there are several human-centered factors at play on this matter to explain/justify

this scrutiny. Firstly, the vast majority of human content moderators do not focus on one

topic, rather they are exposed to all forms of extreme content from child pornography, animal

abuse to terrorism [24]. Thus, there is a broad array of topics that these individuals have

to cover make achieving higher accuracy levels more challenging. In addition, with experts

struggling to determine what extremist content is, an employee with a manual and a two week

training program is not likely to stand a chance. Secondly, where a social media platform

user may come across extreme content on an infrequent basis due to content moderation, the

content moderators themselves are continually exposed to such content for long arduous hours

on a weekly basis. It is without question and beyond a reasonable doubt that this may be

deemed unethical in certain lights as it can and does cause actual harm to those that perform

this role. Not only will this reduce accuracy but it is also to the detriment of the health to

those individuals who conduct this role [24,68,84]. The results of the long-term psychological

strains associated with this role leaves an individual in some cases with PTSD and various other

mental illnesses, but mid to long-term exposure to extreme content could hypothetically change

how the threshold of what content moderators deem as extreme enough to be acted upon [84].

Workers have claimed to notice a change in their sense of humor as content that is not normal

becomes normalised, and so their views become increasingly unpopular and extreme which

as a result interferes with their decision making [31]. Despite the harms associated with this

difficult role, the workers at Facebook are looked at as a lesser tier of workers by their peers

and are also poorly financially compensated [84]. This low level of appreciation may also take

an effect on their mental health and as a result on their accuracy levels. And to work effectively

amongst all of these detrimental factors, content moderators at Facebook are provided with

a short two-week training program [68]. This calls into question the ethical nature of social

media companies that use human content moderators. The ethical concern in this context

is referred to as John Mill’s principle of harm [108], which raises the question of whether

the inherent and unquestionable harm done to content moderators out-weight the prevention
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of harm on far larger platform user-base. In addition the removal of harm may fall into the

category of being a ‘beneficence’ (i.e., doing good for others) which may be separately applied.

What this seeks to outline is that even with humans who have a far larger grasp of extremist

content removal, the process of content removal is a ethical balancing act.

5.4 Hybrid-Automated Extremist Content Removal

Having analysed both automated and human content moderation individually, hybrid-

automated content removal essentially considers the amalgamation of both of these methods,

pairing human content moderation with automated systems. On the surface what this does is it

combines two imperfect methods which as a result effectively doubles the number of method-

ological limitations. In addition this approach effectively two methods that compliment one

another work to limit the disadvantages of the respective approach. For example, as previously

stated automated systems can detect suspect messages, posts, and accounts. Instead of using

such systems to work independently to remove or suspend such content, it is instead flagged to

human moderator to undergo a reviewing process. Thus providing integrated checks and bal-

ances through a process conducted by humans, if a decision is made to remove the content and

this decision is appealed by a user, this process can also more appropriately be conducted by

humans. Who are for more adept at reasoning with grey-zone content, that by its nature verges

on violating user guidelines. Furthermore, with automated systems providing the first line of

defense, this ultimately limits the harms that human content moderators are subjected to. Due

to these attributes the scaling of this form of content removal can be both up and down-scaled

to the needs of a given social media platform.

However, akin to the previous methodologies this approach too is no silver bullet. As pre-

viously highlighted, content moderation is a resource-taxing requirement which the majority

of smaller platforms struggle with. Most smaller social media platforms are not using any au-

tomated systems for content moderation and struggling to facilitate the large scale employment

of human moderators [113]. The concept of combining the pair of these approaches puts twice

the amount of stress on the smaller companies. Whom without support struggle to effectively

adopt even one of these methodologies. This burden on smaller platforms is then partially of-

floaded on to the larger platforms who by sharing their resources as a collective can come to

the aid of the smaller scale companies. By sharing automated systems and databases to develop

automated content removal, this is yet another example of the benefit of the GIFCT hash sys-
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tem. The benefit of sharing databases developed by larger companies with smaller companies

can be applied to the ‘Justpaste.it’ case. In this case, the small information-sharing website ran

by a single polish student was hijacked by ISIS supporters [40]. As a result of the crackdown

on extremist content removal by Twitter a process of dispersion took place, whereby, groups

like ISIS were forced off of Twitter and on to smaller platforms such as Justpaste.it and Tele-

gram where content removal is either not prioritised or far less developed. Thus allowing ISIS

supporters to upload images of executions, beheadings and massacres as a essential part of

the group’s social media operation with limited resistance in two quick clicks. Consequently,

making the sharing of resources a growing need in the fight against online extremism.

Hybrid-automated extremist content removal unlike solely human or automated approach

can be applied in varying proportions. Either prioirtising automated content removal, human

moderator or equally applying both. Prioritising AI with human supervision may be deemed

the most effective approach in order to play to the strengths of the scaling of both of these

methods. However there is a gap in the literature concerning how content that has been flagged

by automated systems is prioritised. For example whether a human content moderator receives

content that is ordered in a chronological order, if certain teams are to be allocated certain

topics, if categories like extremism and child pornography are to be prioiritised or if content

is entered into a pool and randomised to varying extents; or finally prioritised by a metric of

extremism. These are factors that are yet to be explored in the academic research, which by

extension leaves room for future research on this matter. Having spent this chapter critiquing

the broader advantages and disadvantages of these three approaches, more answers may be

found in a micro level analysis.

5.5 Conclusion

It becomes immediately clear that following the critical analysis of each of these three tech-

nical methods of extremist content removal there is no silver bullet. In its place is a delicate

balancing act of maximising the strengths of these approach’s in order to limit each of their

individual limitations. In order to do this effectively, as a a result of this critical analysis this

paper finds hybrid-automated extremist content removal to be deemed the lesser evil if con-

ducted effectively. To utilise one approach without the other is ultimately to the detriment

of the platforms user base. Which by extension raises several ethical considerations due to it

causing actual harm to people. Although it is unclear what exactly is necessary to improve
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this process -which to be clear is in need of improving- remains uncertain. However, when re-

garding a topic which exists to facilitate human interactions a critical component has yet to be

identified. The solution to this problem may be found by asking the right question to the end-

user of the technology. Beyond the legal, ethical and accuracy-centred considerations, perhaps

the largest stone has been the one left unturned, the human-centred stone. Thereby, by asking

social media users on their opinion of content removal, their understandings of extremist con-

tent and experiences with it may inform how hybrid-automated extremist content removal is

conducted and which elements are prioritised.
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Chapter 6

Social Perceptions of Extremist
Content Removal on Social Media

6.1 Introduction

Having analysed the legal, ethical, and practical implications of extremist content removal, this

chapter seeks to explore the inherent human element that has yet to be accounted for in this

context. Following the conclusion that hybrid-automated extremist content removal may be

deemed the most optimal route for social media content moderation, identifying which method

is prioritised and what public expectations and perceptions are essential in determining this.

Thus, this section considers an online anonymous user study consisting of a combination of

14 optional open and closed-ended questions, completed by 90 individuals. The structure of

which can be located in Appendix B at the end of this document. Unless stated otherwise all of

the participants would have answered the question being analysed. The purpose of this is not to

identify correlations between views and opinions with age groups and ethnicity. Rather it is to

gauge a broad scope of views and opinions regarding the matters identified in this dissertation,

including privacy and security, defining extremism and content removal accuracy ratings, etc.

This is done to make informed decisions about societally accepted technical solutions that

take a human-centred approach to be explored and possibly implemented in future. Thus this

section will consider the results of each of these questions individually followed by a discussion

sub-chapter to consider these findings within a proportionate scope based on the scale of this

study.
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6.2 Survey Analysis

Question 1: Out of the following four definitions of extremism, which if any do you think is the

most accurate?

This question provided five potential answers, four definitions of extremism, and then a

‘none of the above’ option. Out of the 90 responses, only 1 selected the ‘none of the above’

option (1%). This reinforces that the four definitions were adequate in meeting people’s under-

standing of the term. These definitions are as follows:

• Definition 1: Extremism is essentially a political term which determines those activities

that are not morally, ideologically or politically in accordance with written (legal and

constitutional) and non-written norms of the state; that are fully intolerant toward others

and reject democracy as a means of governance and the way of solving problems; and

finally, that reject the existing social order [97].

• Definition 2: Extremism is generally understood as constituting views that are far from

those of the majority of the population. Extremist views are not necessarily illegal and do

not automatically lead to violence or harm; indeed those who chose to observe extreme

practices with no impact on the civil liberties of fellow citizens are rightly protected

under fundamental freedoms and human rights norms [32].

• Definition 3: Extremism is the vocal or active opposition to our fundamental values,

including democracy, the rule of law, individual liberty, and respect and tolerance for

different faiths and beliefs. We also regard calls for the death of members of our armed

forces as extremist [61].

• Definition 4: People who have certain beliefs about politics or religions which are hate-

ful, dangerous or against the law are often known as extremists. This harmful behavior

is called extremism [119].

Despite or as a result of the inherent differences between each of these four definitions,

there is a relatively even split of votes between each of them. In order of frequency, definition

one was the most common with 26 votes (29%), definition two closely followed with 2 votes

(28%), definition three was the third most common with 17 votes (23%) and definition four

was the least common with 17 votes (19%). Therefore, from the beginning of the survey, it
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can be stated that this sample offers a broad range of view, understandings, and perspectives

on extremism.

Question 2: Do you use social media at all (e.g., Facebook, Twitter, etc.)?

Out of all 90 participants, 78 of them stated that they themselves use social media in some

facet (87%). Whereas 12 stated that they do not, which constitutes 13% of the sample. This

could be interpreted as 13% of the sample being detrimental to the results, however, due to

the scope and relevance of social media during this time the insights these people have to offer

with a perspective from outside of the social media box is just as necessary as the majority

who dwell within said box. Furthermore, this question does not ask whether a participant

has ever used social media, thus, the 13% who do not use social media may have used it in

the past and/or have observed the use of social media through their environments and various

social groups. Finally, this also confirms that the participant’s sample is not disproportionate

to the wider society, the majority of which uses social media to some extent as is effectively

represented in Figure 6.1 located below.

Figure 6.1: Question 2

Question 3: How often do you use social media?

All 90 participants responded to this question, however, 1 answer had to be discarded as

the answer could not be categorised, leaving this question with a total of 89 responses. The

resounding majority of these fell into the ‘Daily category’ which totalled 59 out of the 89

respondents (66%). In order of frequency, this is followed by ‘Hourly’ with 15 respondents
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(17%), ‘Never’ with 12 respondents (13%, the same number of people which stated they do

not use social media in the previous question). The remaining 4 votes are made up of 2 who

elected ‘Weekly’ (2%), 1 who chose ‘Every other day’ (1%), and one who picked ‘Monthly’

(1%). Akin to the previous questions, these results are in line with the understanding that

those who use social media do so frequently, perhaps more than they are aware of. Which

both validates the opinion of the survey participants and shows the representative scope of

participants in this survey.

Question 4: In the last year, have you seen extremist content based on your understanding

of the term?

Naturally with a concept as difficult to understand and define as extremism this question is

subject to people’s memories and understandings. Despite these factors, out of the 90 respon-

dents, 54 stated that they had (60%). The remaining 40% is made of the 19 (21%) respondents

who had not, the 12 respondents that could not remember (13%), the 4 respondents who se-

lected ‘I don’t know’ (4%), and the 1 participant who elected not to say (1%). As is clearly

displayed in Figure 5.2 found below. The purpose of this question was not designed to uncover

the true percentage of people who encounter extremist content. Rather it is to identify the social

perception of the problem social media companies face. It is very possible that the true statistic

could be in the top or bottom 10%. However, for as long as social media users perceive that

there is extremist content on these platforms, the more pressure and responsibility is placed on

the companies to convince the users and stakeholders that something is being done about it.

Figure 6.2: Question 4
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Question 5: How would you feel if your social media content was removed after being

flagged for containing extremist content?

Out of the 90 participants that took part in this study, 80 of them answered this open-

ended question to varying lengths and detail. From these answers, four key themes/categories

surfaced: understanding, emotional, anti-censorship / freedom of expression, and appeal/justi-

fication.

With the ‘understanding’ category, users’ responses communicated that as long as it was

justified then they would accept this outcome, or if their post was removed as a false positive,

they would tolerate this to an extent. For example, the following response combines both

of these attributes "If it were a one-off I would be understanding". A juxtaposition to this

stance is the ‘emotional’ category, which uses personal language to communicate that they are

offended about their content being rightly or wrongly categorized as extremists. An example

of this would be responses like the following "Offended that my personal beliefs were not

accepted by social norms". The ‘anti-censorship / freedom of expression’ category refers to

the responses that suggest that censorship of any form should not be in place or that such

actions infringe their freedom of expression. Give for example the following two statements,

"I do not agree with censoring any content including my own" and "Disappointed. I’m a firm

believer in free speech which essentially permits all view, extreme or not". An interesting

example in this category is offered by a non-social media user who states "I do not use social

media but firmly believe that (legal) extremist content has a place in the public eye". Finally,

there is the ‘appeal/justification’ category. This grouping of responses refers to the need for

justifications of such actions. For example "If it was correct I’d be okay with it, otherwise I’d

appeal".

What immediately comes across in analysing this qualitative data is the varying viewpoints

offered by the participants. In many ways, this reflects the reality social media companies face,

and the difficulties in providing a one size fits all to extremist content removal. But what can

be taken from this are the collective needs conveyed by this sample. Thus, it can be determined

that having your content removed can be an emotional experience. The possible follow up

to this is an appeal. Therefore, following this action with an effective and functional appeals

process may be deemed essential for people to feel that they’re rights are not at stake.

Question 6: Do you ever report social media content?

Out of the 88 participants that responded to this question 50 selected ‘No’ (57%) and 38
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selected ‘Yes’ (43%). What these statistics suggest is that there is a relatively even represen-

tation of individuals who do and do not report social media content that leans slightly towards

not removing content. This essentially communicates that the sample is split in opinions and

prioritisation in responding to extremist content which is a concept that will be explored in the

following survey discussion section. As is effectively represented in Figure 5.3 below.

Figure 6.3: Question 6

Question 7: What reasons would make you report content?

From the 81 participants that answered this question, 72 answers were considered in the

analysis of the answers. As 9 of the 81 did not provide answers which could be conceptualised

or categorised. What this question proposed to the survey participant is in other words, what

would make you interfere with the content available in the public domain, what would make

you put your content moderating hat on. For the most part, the answers to this question are

binary, there are those who would not report content regardless of the context and there are the

others who would report content if it caused harm of some form.

In the first category, participants directly communicate that they simply do not report con-

tent. Regardless of their views on content removal, this is communicated as a principle and a

conscious choice not to assume the role of a voluntary content moderator. A key example of

this is the following "I generally avoid reporting content in order to not infringe on people’s

right to freedom of speech. I would potentially report footage of graphic violence" or as an-

other participant more simply put "I wouldn’t". Whether it is out of principle or as a result of

a personal belief, there are those that use social media that have no intention of moderating
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content. However, this provides a stark contrast to the more common theme of those who re-

port content that they deem to be harmful in some way. In regard to those who report content

if it caused harm of some form, this category can be partitioned into two sub-categories, those

who report content as they please and those who see it as a last choice. In regard to the former,

the following two quotes provide a prime example "Anything that I genuinely do not believe

should be put into an essentially public domain or I believe would cause harm" and "If I felt

it was lies to try to invoke certain feelings in people or if it was nasty and disgusting content".

These both communicate an extremely low threshold to removing content. Whereas the fol-

lowing example and other responses like it communicate a more strict approach "I normally

report content if I get something very violent on my feed which is normally some kind of sug-

gested follow or something" or "I generally avoid reporting content in order to not infringe on

people’s right to freedom of speech. I would potentially report footage of graphic violence".

What these perspectives offer is on the surface a binary response to justifications of content

removal, but when looked at more deeply the varying spectrum of views on limitations of

freedom of expression beginning to flower. Even in a study with certain bias in participants,

human perspective still shows significant variability when addressing the topics around content

removal such as data privacy, censorship, and freedom of expression.

Question 8: Would you find it justifiable if a certain percentage of social media content

would be removed if this meant that all extremist content was identified and removed?

All 90 participants answered this question, and from this sample 58 selected ‘Yes’ (64%),

18 chose ‘I don’t know’ (20%) and 14 selected ‘No’ (16%). The broad indication from this

question is that social media users are largely receptive and understanding to the limitations

of current content removal methods. In addition, with the second-largest choice being the ‘I

don’t know’ category, this indicates that there is little understanding of current content removal

methods and practices. Furthermore to the 16% that selected no, this reinforces the said notion,

as this choice implies that they are unaware that the proposed scenario in this question is the

current state of affairs. This is more appropriately visually represented in Figure 5.4 on the

page below.

Question 9: In light of the greater good, what is the lowest level of accuracy you would

tolerate for an AI system that removes extremist content?

The top three answers for this question made up the majority of the 90 responses. These

in order of the most frequency to the least these categories consisted of ‘90%’, ‘80%’, and
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Figure 6.4: Question 8

‘100%’, the three highest percentage categories are given in the survey as is seen in Figure 5.5.

The ‘90%’ category accumulated 31 responses (34%), 25 chose the ‘80%’ category (28 %) and

19 selected ‘100%’ (21%). Out of the remaining 15 responses 8 chose ‘50% or lower’ (9%), 6

selected ‘60%’ (7%) and 1 picked ‘60%’ (1%). What this communicates is that social media

users for the most part have high expectations and standards for social media content removal.

A large population of which hold these standards to a currently unattainable standard of 100%

content removal accuracy. This reinforces the limited understanding that social media users

have of content removal and the immense pressure placed on the companies as a result.

Figure 6.5: Question 9
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Question 10: How comfortable are you with privacy levels being reduced for security levels

to be increased?

On a number line of whole numbers from 1 through to 10, 1 being very uncomfortable and

10 being very comfortable, the most common answer by a considerable margin voted by 20

was the most neutral answer of ‘5’ (22%). This is then followed by the 12 participants (13%)

that voted ‘1’ and the following three categories that had 9 votes (10%) each ‘10’, ‘6’, and

‘2’. The Numbers ‘8’ and ‘7’ both received 8 votes (9%), number ‘3’ received 7 (8%), ‘4’

received 5 (6%) and ‘9’ received 3 votes (3%) as is shown in the number line in Figure 5.6.

The simple fact that in order of frequency, numbers 5, 1, and 10 were in the top three most

chosen categories speaks volumes. With the first most prevalent figure being 5, this suggests

that people have no preference and/or viewpoint on this matter. With the following two most

prevalent numbering being 1 and 10, this evidences that people have contrasting opinions on

this matter and there is no clear favourite. The preference shown in this data suggests that

social media users desire a balance between data privacy and data security.

Figure 6.6: Question 10

Question 11: What are your thoughts on social media companies mostly self-regulating the

content on their platforms?

Out of the 85 participants that answered this question, 80 of the responses were considered

in the analysis of the answers. As 5 of the 81 did not provide answers which had insufficient

responses which could not be conceptualised. The broad theme for this question is scepticism

and opposition, there are very few examples of participants for self-regulation of social media

content by social media companies. Thus the categories include scepticism, opposition, in

dependant body/third party, and no alternative.
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With the overwhelming reception of this question being in some form negative, the natural

largest category was ‘scepticism’. In this category, participants question the integrity of social

media companies and how they moderate the content not ethically but rather for their own

gain. Give for example the following quotes "I wouldn’t trust that social media platforms

would regulate content outside of their own aims and benefit. I feel they should be externally

regulated" and, "I think that most companies will have their own agenda for what they want

people to see and many allow people to pay their way to show what they want to so I wouldn’t

trust them to regulate themselves". In this sense, it can be interpreted that people would be

more susceptible to agreeing to social media self-regulation if it were far more transparent.

In addition, this theme has an element of cross-pollination with the ‘independent body/third

party’ category. Whereby, people strictly state that something along the lines of "Would rather

an independent body regulate". There are also those who are more severely opposed to the

concept, one participant stated "Self-regulation never works. The turkeys will not vote for

Christmas. They either pander to a demographic like Twitter or abdicate all responsibility

like Facebook". Finally, there is the ‘no alternative’ category, whereby, people oppose self-

regulation but are also less motivated to give this responsibility to governments. The following

two quotes encapsulate this sentiment "Social media companies are very poor at moderating

their own content although I am loathed to allow the government further power to regulate free

expression on online forums" and "It would be more reassuring if they demonstrated habitual

care over their own behavior. But the alternative of having state regulation is probably no more

reassuring".

Overwhelmingly there is resistance to the notion of self-regulation content by social media

companies on their platforms. Whether people question the intention of social media or out-

right oppose it, the difficulties lie with whom is best suited to reliably, effectively, transparently,

and without bias conduct such a task, which unimaginable consequences. Many participants

are quick to scrutinise social media, however, several point out that governments conducting

such a task is no viable alternative. What is offered in these findings is that whoever is conduct-

ing this role, the participants of this study highlight the essential requirement of transparency

by design.

Question 12, 13 and 14: What is your age range, gender, and ethnicity?

As identified in the introduction, the purpose of this study was not to explore trends be-

tween different factors due to the smaller scale. However, optionally requesting the age range,

gender, and ethnicity of the survey participants is necessary to identify key areas of bias in the
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data.

The age range of this user study is primarily made up of the ‘25-34’ and the ‘18-24’ age

ranges, the former constituted of 35 responses (38%) and the latter was made of up 31 responses

(34%). Out of the remaining responses 14 elected the ‘45-54’ range (34%), 4 elected the ‘55-

64’ range (34%), 3 chose ‘>64’ (34%), 2 chose ‘<18’ (34%) and 1 elected the ‘Prefer not to

say’ option (34%).

The gender split of this study is 54% female (totalling 49 study participants), 42% male

(totalling 38 study participants) and the remaining 4% constitutes the three study participants

who elected not to select the ‘Prefer not to say’ option.

The ethical category significantly weighted towards the ‘English / Welsh / Scottish / North-

ern Irish / British’ which totaled 77 out of the 90 responses (86%). Out of the remaining 13

responses 7 identified as ‘Irish’ (8%), 3 selected ‘Prefer not to say’ (3%), and of the remaining

3 constituted one each of the following three ethnicity’s, ‘Polish’ (1%), ‘Asian / Asian British’

(1%) and lastly ‘Ashkenazi Jewish’ (1%).

In summary, what these three questions offer is the fact that there is a relatively even split

in gender, and a predominantly younger demographic in the 25-34 and 18-24 age ranges and

an overwhelming bias towards the ‘English / Welsh / Scottish / Northern Irish / British’ in this

data. To reiterate the sentiment shared in this chapter, these questions were implemented to

identify bias as opposed to embarking on the impossible task of eradicating it altogether

6.3 Survey Discussion

The results of this survey appropriately communicate the complexities that shroud effective

extremist content removal by introducing this human element to the equation. Firstly through

questions 12-14, the key sources of bias are addressed in this survey. The survey is mostly

made up of predominantly younger demographic in the 25-34 and 18-24 age, slightly female-

dominated, and an undeniable bias towards the ‘English / Welsh / Scottish / Northern Irish /

British’ ethnicity grouping. There are, however, other areas in which bias can form, however

steps have been made to mitigate this. For example, participants are likely to give the answers

they believe the survey creator wants to hear, as a result, an anonymous online survey was

chosen over in-person interviews to get as close to unbiased opinions as possible. In doing so,

bias has both been mitigated and where it clearly exists, identified.

65



6. Social Perceptions of Extremist Content Removal on Social Media

From this survey it has become unquestionably clear that there are tensions between the

users and thereby the stakeholders with social media companies; for the survey participants

and social media, users have not had their voice heard. Interestingly when selecting the four

definitions used in question one, they were each categorised as a type of definition. Definition

1 was deemed neutral (a common strain and variation of extremist definitions) definition 2 was

categorised as a liberal interpretation of the term, definition 3 was interpreted as a nationalist

definition referring to concepts such as ‘our fundamental values’ and lastly, definition 4 was

found to be broad and nonspecific. These definitions were chosen due to there innate differ-

ences in order to represent the different sets of opinions and beliefs that the survey participants

held. The relatively even split between the number of people who elected these definitions

helps conceptualise the scope of personal interpretation that is bound to this term. This also

helps to conceptualise what the results of Question 4 convey. Furthermore, from the sentiments

conveyed by survey participants, it is not that most people have seen extremist content, but that

most people perceive that they have had exposure to extremist content. This alone reinforces

the need not only for greater extremist content removal practices but for greater clarity and

transparency on what is meant by the term.

In light of the understanding that most survey participants believe they have seen extremist

content, question six evidences that despite exposure to harmful content most people do not

report social media content. Thus, for the content that passes through the automated content

removal net, a significant amount of this extremist content is likely to go unreported by most

social media users. And with approaches to content removal partially relying on the flagging

of content by users, this approach can only be as effective as the community that engages in it.

However, this is not because social media users in this sample are lazy or feel no responsibility.

In some cases, it is a matter of belief and principle that they themselves feel that they should

not have a role in censorship by interfering with another’s freedom of expression, regardless of

context. And most participants would only remove ‘harmful’ content, and as previously identi-

fied in question 1, people have different notions of extremism. Thereby, it is not always the case

that an individual may find extremist content to be harmful enough to warrant its removal. For

the most part, this survey identified that participants perceive that extremist content removal

on social media is in large part the responsibility of the social media company/regulating body

and not the service user.

The hesitation in removing extremist content from social media is continued in question 8.

Where 35.6% of participants voted that they would not find it justifiable if a certain percentage
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of social media content would be removed if this meant that all extremist content was identified

and removed or said that they were unsure. In conjunction with question 1, the results indicate

that not all survey participants believe that extremist content should be removed, especially

when at the cost infringing on non-extremist user’s freedom of expression. This may, however,

be in part a reflection of a limited understanding of automated content removal. Whereby 19 of

the 90 participants selected the ’100%’ as the lowest level of accuracy you would tolerate for

an AI system that removes extremist content. This is yet to be an attainable figure, especially

when considering the broad array of topics that fall under the extremist banner. An additional

contributing factor to the survey participants’ hesitation in extremist content removal may be

a reflection of who is conducting said process. With the majority of responses to question

11 conveying a distrust in social media companies and governments to dictate what is accept-

able and what is not, and to do so with human safeguarding, and not their own interests in

mind. From these findings, it becomes clear why there might limited literature that considers

the human component of extremist content removal because the responses call for significant

alteration, reform, and transparency.

In large part, what this conveys is a spectrum of beliefs that to varying extents value pri-

vacy and freedom of expression over or under effective extremist content removal. There are

the intolerant who are completely against censorship/content removal, there are the tolerant

who are for censorship/content removal, and there are those who fit in between. In response

to the tolerant, there is a subcategory of those who were concerned/unhappy about unjustified

removal of their own/the posts of others. With this category constituting the more popular sen-

timent it is worth briefly discussion what can be done in this situation in providing scope for

future research. Naturally this first action could be to report when a users content is incorrectly

classified as extremist. However, an escalation system could be developed to assign trust val-

ue/rating to each user depending on how much of their content is violating a company’s TOS

regarding extremism. However, depends on accounts that are repeatedly used. In addition this

also leaves room for the difficulties in dealing with illegal trade of accounts which are sold

with a positive trust value. The likes of which is commonly seen with gaming platforms such

as Steam. Although this is not a perfect solution, this concept certainly leaves scope for future

research on this topic matter.
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6.4 Conclusion

Having critically analysed the results of the survey discussed in this section several conclusions

and findings have been drawn. Firstly, the survey itself -despite scope for a larger variation to

be conducted in the future- actively fills a gap in the literature. There is an inherent lack of ex-

ploration into the human user-base which is ultimately at the mercy of the systems and process

being analysed. Bearing the scope of this study in mind it is fair to comment that the partici-

pants of this study are generally critical of extremist content removal on social media. There

is an underlying theme of the protection of provacy and defending the freedom of expression

from censorship that is communicated throughout. Pairing this with a limited understanding of

the methodologies involved, the entities that conduct said processes, there is a call of a shift in

the protection of human rights and civil liberties in addition to the call for these processes to

be conducted transparently. An unbiased third party to conduct content removal more broadly

may be an avenue of exploration for future research as well as developing a larger user study

to gauge a larger sample for more conclusive findings.
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Chapter 7

Conclusions and Future Work

7.1 Review of Dissertation

The aim of this section is to summarise the findings of this dissertation and issue the conclud-

ing remarks. In doing so, this section will reflect on the dissertation project’s title ‘Extremist

Content Removal on Social Media: A Process of Cutting Corners’ and reiterate the understand-

ings drawn from this topic. The likes of which seek to appropriately meet the research aim set

out at the beginning of this research. This was to identify the factors which contribute to how

extremist content removal is conducted and gauge how users understand and acknowledge this

process. With the follow up aim being to achieve a reliable, balanced, and impartial critical

analysis of the said process. From said analysis, the increasingly apparent themes of trust and

transparency shined throughout. Whereby, with the absence of transparent disclosure of how

extremist content removal paired with a self-interest oriented reputation, users are hesitant to

trust these processes in the hands of social media companies.

As set out by the literature review when regarding extremist content removal it is first nec-

essary to understand extremism. Although this may seem simple at a glance, the absence of

a consensus definition of the term creates a level of uncertainty and skepticism around any-

thing that builds on it. However, this is not to say that it invalidates the topic altogether. But

rather to be vigilant when considering the scope. The presence of online extremism has be-

come a normality in recent years, however, it has and continues to change form as different

groups with different motives flourish in these online spaces. As is always the case with fight-

ing crime, everyone is always one step behind the criminal. However, this more commonly

refers to law enforcement who is bound to offer due process. Whereas when privately-owned
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companies moderate their own content the same cannot be said. With varying degrees of flexi-

bility and room for interpretation in data privacy and freedom of expression legislation, social

media companies are to an extent left to their own devices. However, with recent legislation

being passed in Europe, all that seems to matter is how quickly and how accurately content

is removed. Thus, in recent years content removal has become a numbers game and a race to

achieve high accuracy content removal scores. This dissertation has evidenced how this quickly

becomes a dangerous game of cutting corners. Where social media companies are subject to

laws which regardless of the limitations are expected to remove content increasingly quickly,

seemingly regardless of the consequences.

As a result, little heed is being paid to the ethical nature of this conduct and the even less

attention that is paid to the users and stakeholders’ views and opinions. Although it was not in

the scope of this dissertation to produce compare international legislation or ethical principles

on a larger basis, key themes were extracted. In addition, the conclusions drawn from the user

study does not claim to be representative of a global collective. However, the understandings

drawn from these resources create a clear-cut narrative. Which expresses that there is an inher-

ent imbalance where the only winner is the extremists. Whereby, as a result of governmental

and users/stakeholder pressure increasing in severity about removing extremist content with

increasing accuracy in a shrinking time frame. Social media companies are seemingly pushing

users’ rights and ethical practices to the side. How avoidable this is, is a relative unknown and

excellent concept worth exploring. However, if stopping people from seeing extremist content

means removing people’s rights and ethical practice then who is the winner? Because despite

all of these sacrifices extremism still takes place online and there is little to suggest that it

will end any time soon. Bearing this in mind, social media companies have a responsibility to

uphold ethical values and practice and facilitate human rights regardless of any extremist nar-

rative. For if online extremists continue to exist and human rights and ethical practices cease

to upheld then what are human rights other than the optional choice given to social media

companies that have an increasing role in shaping narratives found in modern society.

7.2 Contributions

To reiterate, the primary contributions of this research stated in the introduction and achieved

in this document can be summarised in the following points:

• Addressing AI regulation based on ethical principles
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This element of the dissertation addressed the new and booming surge of AI ethics prin-

ciples and applied them to extremist content removal. Reviewing such documents is an

angle that has seen growth in the academic literature, however, applying it to this context

has yet to be covered. In doing so the integrity of such documents was brought into

question. This contribution has left scope for future research on this topic matter.

• Analysing regulatory impacts on the capabilities of extremist content removal

Reviewing social media content removal techniques is not a new angle in the litera-

ture. However, exploring how legal and ethical regulations benefit, detriment, and create

uncertainty over social media extremist content removal is conducted is an unexplored

narrative. How each of these factors shape and mold content removal creates questions

regarding who is to be held accountable for the current practices which are subject to

more than its fair share of criticisms.

• Exploring human perspective on extremist content removal

This component of the dissertation shines a light on a significant angle that is yet to be

explored in academic research. In that, the opinions and views of social media users and

stakeholders are not necessarily reflected in the ways extremist and content removal, in

general, is conducted. In addition, this leaves a significant scope for a wealth of future

research on this subject matter.

7.3 Future Work

Throughout the course of this paper, there have been references to scope for future research.

This final section will reference each of the three primary areas where future research is nec-

essary along with examples of how these could and need to be conducted.

The first and to the viewpoint of this study, the most necessary call for future research

regards AI ethics principles. Currently, the utility of these documents is questionable in terms

of its lack of specific implementable and measurable principles. Future work could look at

the medical sector as a point of reference to make principles more of a specific resource. The

angle that this research should consider is how to make these documents more specific in order

to draw away from nuances notions such as ’fairness’. The breadth of documents referred to

would also need to be increased in order to gain a greater understanding of themes and trends
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found in these documents, in order to know what ethical principles are in need of becoming

more feasibly implementable.

A separate example is the proposed idea of assigning users an individual trust value to

inform extremist content removal methods and processes. The focus of a study on this topic

could include modifying existing and creating a new trust model that adjusts a user’s rating

based on the frequency of a user’s content being flagged or removed to inform their trust-

worthiness. Furthermore, this study could consider adjusting retroactive and real-time content

filtering based on said user ratings. For example, if a user has a poor rating real-time filter

would be applied, whereas is an account has a high trust value then retroactive filtering would

be applied to deal with capacity and latency issues. A system such as this is yet to exist in the

academic literature, and so it could mitigate the blanket concerns with limitations on freedom

of expression by rewarding those who do not violate a platform’s terms of service and by more

thoroughly filtering those who post potentially extremist content.

The third and final call for future research based on this study refers to the public perception

of who is best suited to conduct content removal. With sentiments from the user study found

in this research expression largely encompassing distrust towards social media companies. A

more specific user study with a larger participant number should look at where people would

choose to place their trust regarding extremist content removal. With an unbiased third party

to conduct content removal hypothetically being the obvious choice, future work could explore

the realities of such a concept.
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Out of the following four definitions of 
extremism, which if any do you think is 
the most accurate?

Do you 
use social 
media at 
all (e.g., 
Facebook, 
Twitter, 
etc.)?

How 
often do 
you use 
social 
media?

In the last 
year, have 
you seen 
extremist 
content 
based on 
your 
understandin
g of the 
term?

How would you feel if your social 
media content was removed after 
being flagged for containing 
extremist content?

Do you 
ever 
report 
social 
media 
content
?

What 
reasons 
would make 
you report 
content?

Would you 
find it 
justifiable if a 
certain 
percentage 
of social 
media 
content 
would be 
removed if 
this meant 
that all 
extremist 
content was 
identified and 
removed?

In light of the 
greater good, 
what is the 
lowest level 
of accuracy 
you would 
tolerate for 
an AI system 
that removes 
extremist 
content?

How 
comfortab
le are you 
with 
privacy 
levels 
being 
reduced 
for 
security 
levels to 
be 
increased
?

What are 
your 
thoughts on 
social media 
companies 
mostly self-
regulating 
the content 
on their 
platforms?

What is 
your age 
range?

What is 
your 
gender?

What is 
your 
ethnicity?

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes Understandable if it was extreme Yes

Racial, 
sexual or 
anything to 
do with 
children 

Yes 50% or lower 10

Would rather 
an 
independent 
body 
regulate 

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

No I do not 
use it

Not that I can 
remember

If it were a one-off I would be 
understanding No

It would have 
to identify me 
or my family 
in a negative 
way

Yes 0.9 4

I was 
unaware of 
this, I think it 
is 
unacceptable 
and needs 
reform.

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

1



Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Not sure Yes

Racism, child 
exploitation, 
child 
pornography, 
violence 

Yes 1 1

There needs 
to be greater 
regulating 
outside of 
self 
regulation

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily No if The content is not allowed then it’s 
right that it should be removed. Yes

Hateful 
Speach or 
inappropriate 
images.

I don't know 1 10

They should 
be regulated 
by 
independent 
persons.

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Hourly Not that I can 
remember

I would feel like my views (that I 
have the right to show people) are 
being diminished and ignored as if it 
doesn't matter.

Yes
If i found it 
offencive to 
me or others 

I don't know 0.7 6
It may not be 
regulated 
very 
efficiently

<18 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

2



People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Hourly I don't know Shocked and upset with myself No

If I seen 
something 
disturbing, or 
bullying

Yes 0.8 5

Its worrying 
as each 
individual 
social media 
company will 
have 
different 
levels of 
tolerance, 
different 
beliefs etc. 
that will 
effect how 
they react to 
content. 
What one 
company 
might 
tolerate 
another 
many not. 

25-34 Female Irish

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes Offended that my personal beliefs 
were not accepted by social norms. No

Actively 
dangerous 
content, 
physically or 
emotionally.

Yes 0.6 8

Potentially 
dangerous 
allowing 
corporate 
and 
individual 
bias to be 
taken as 
facts  

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

3



Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily No Shocked as I wouldn't purposefully 
do anything like that No If its 

inappropriate I don't know 0.9 5 If they can 
get it right <18 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily No

I would be quite confused as I 
wouldn't believe that my content 
would fall in that section but if it did 
offend someone in that way then I 
would be happy for it to be removed.

Yes

I normally 
report 
content if I 
get 
something 
very violent 
on my feed 
which is 
normally 
some kind of 
suggested 
follow or 
something.

Yes 0.7 7

I think that 
most 
companies 
will have 
their own 
agenda for 
what they 
want people 
to see and 
many allow 
people to 
pay their way 
to show what 
they want to 
so I wouldn't 
trust them to 
regulate 
themselves.

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

No Not at 
all. I don't know Offended No Don't know. Yes 1 10 >64 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

4



Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily No Surprised No None Yes 0.8 5
Tighter 
control 
needed

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

No 0 Yes
As long as justification is given, 
world safety is more important than 
personal opinion .

No

Offencive 
content that 
condones 
violence 
towards any 
individuals.

Yes 0.8 6

They should 
have no 
place in it. 
The process 
should be 
regulated 
externally.

45-54
Prefer 
not to 
say

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

No Never Prefer not to 
say Not applicable No Yes 0.8 5

They do not 
seem to do a 
good job
 >64 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes
Offended that my personal beliefs 
are perceived as less important than 
social norm. 

No Nothing. No 1 2

They own 
the system. 
They can 
control the 
content. 
Other 
systems 
fiction 
differently 
and can 
easily be 
found. 

25-34 Male
Asian / 
Asian 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes I don’t have any reason to write 
extremist content. No Not sure I 

would. I don't know 1 8 It’s not 
consistent 45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

5



People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily No No Racist 
remarks Yes 0.8 10 18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

No

I have 
only 
started 
using 
WhatsAp
p since 
the 
lockdow
n, 
checking 
message
s as they 
come 
through.

Not that I can 
remember

Embarrassed if anything I had 
written/forwarded was deemed to 
contain extremist under tones.

No

Something 
hateful or 
unlawful, or 
unacceptable 
or 
inappropriate 
content that 
was regularly 
sent.

Yes 0.9 8

It was 
acceptable in 
the early 
days of 
social media.  
Now that 
social media 
companies 
are an 
integral part 
of every 
aspect of the 
modern 
globalized 
world we live 
in they must 
be regulated 
by 
governments
,EU,in etc, as 
other 
organisations
/businesses 
are.

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

6



Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes I would be frustrated and upset 
because I believe in free speech. Yes

If the content 
is explicit I 
report it. I 
wouldn't 
want a child 
to accidently 
see it.

I don't know 0.9 4

When there 
is a lot of 
control from 
one body I 
think that can 
be potentially 
dangerous. It 
would be 
good to have 
an 
independent 
body that 
could 
regulate.

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

No Never Yes
I do not use social media but firmly 
believe that (legal) extremist content 
has a place in the public eye.

No

Explicit and 
illegal 
content 
posted to 
inappropriate 
platforms.

No 0.9 10

No 
organisation 
should be 
self-
regulating, 
even if you 
built the 
platform 
yourself.

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily No

Depends on the content. If I had 
distributed something hateful 
denying a group their rights, 
something violent or pornagraphic I 
would understand. If I had just 
expressed a controversial opinion I 
would be aggrieved.

No

Homophobia, 
inciting 
violence, 
pornagraphic
, violence.

No 0.9 2

Self-
regulation 
never works. 
The turkeys 
will not vote 
for 
Christmas.  
They either 
pander to a 
demographic 
like Twitter or 
abdicate all 
responsibility 
like 
Facebook.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

7



Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Weekly Yes I would be annoyed and frustrated Yes
Indecent 
content/fake 
accounts

I don't know 0.8 6

In theory it 
sounds 
great, but in 
practice it 
doesn't seem 
very 
effective. It 
needs to be 
improved as 
it misses 
some 
extremist 
content and 
removes 
some 
content that 
isn't 
extremist.

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes

As long as it was justified based on 
the guidelines set out I would 
understand, however could see how 
flyby doing this people could feel 
like views they had were being 
branded as extremist. 

Yes

Anything that 
I genuinely 
do not 
believe 
should be 
put into an 
essentially 
public 
domain or I 
believe 
would cause 
harm 

Yes 0.9 2

I think it is a 
dangerous 
precedent 
that they set 
in which they 
control 
millions of 
people’s 
personal 
information 
and provides 
large 
companies a 
good 
platform to 
push their 
beliefs on 
their users. 
Cherry 
picking 
content has 
always been 
a part of 
social media 

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

8



Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes

I would be confused as I do not post 
political or overtly offensive content 
and generally avoid discussing 
politics online.

No

I generally 
avoid 
reporting 
content in 
order to not 
infringe on 
people's right 
to freedom of 
speech. I 
would 
potentially 
report 
footage of 
graphic 
violence.

I don't know 1 3

It is 
important to 
acknowledge 
that many of 
these social 
media 
companies 
may use the 
guise of 
regulating 
extremist 
content to 
remove 
content that 
is not 
extremist in 
nature but 
clashes with 
their agenda 
or the 
popular 
political 
narrative 
such as 
expression of 
conservative 
views and 
opinions

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes Upset Yes

Illegal 
content or 
discriminator
y based on 
people’s 
protected 
characteristic
s 

No 0.9 7 It doesn’t 
work well 45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

9



Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes

I would have to consider the subject 
matter of the content and revisit it to 
understand if it was extreme or not. 
Based on the sort of content I 
usually share on SM, I would be 
rather surprised to discover 
something had been taken down for 
extremism.

No

If I were to 
find 
something 
illegal or 
perverse 
then I would 
probably 
report it.

I don't know 0.9 7

There should 
be an 
independent 
body to 
regulate the 
content in 
order to 
insure 
integrity and 
objectivity.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes
Disappointed. I'm a firm believer in 
free speech which essentially 
permits all view, extreme or not.

No No 1 3

They should 
either be 
treated as 
publishers, 
and therefore 
editors of 
their content; 
or not 
regulate it 
themselves 
at all. There 
is too much 
fear that 
extreme 
content will 
harm the 
population. 
Most of us 
will see it for 
what it is. 
Censorship 
tends to 
remove 
beneficial 
content as 
well as the 
intended 
target. The 
cure for 
extreme 
content is 
reasoned 
argument.

Prefer 
not to 
say

Prefer 
not to 
say

Prefer not 
to say

10



People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes I do not agree with censoring any 
content including my own No I wouldn’t No 50% or lower 1

Abuse of 
power and 
should be 
illegal and 
prosecuted

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes Confused. I do not tend to post 
content with strong personal views. No If I deemed it 

extremist etc. Yes 0.8 6

Hard to tell 
how 
seriously 
they would 
take it 
compared to 
an external 
company. 

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes Yes
Outwardly 
promoting 
something 
harmful. 

I don't know 0.9 5 25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes Understandable if it was extreme Yes

Racial, 
sexual or 
anything to 
do with 
children 

Yes 50% or lower 10

Would rather 
an 
independent 
body 
regulate 

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

11



Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily No Terrible No

If I believed 
the content 
to be 
bullying, 
abusive, 
harmful or 
extreme. 

Yes 1 9
I don’t 
believe they 
do a good 
enough job.

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily No Fine, it should be removed No Harmful Yes 0.9 5 Not sure 18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Hourly Not that I can 
remember Not bothered Yes Abuse Yes 1 5 Neither here 

or there 25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily No Shocked No Threatening 
behaviour Yes 0.9 2

They have a 
right as long 
as they meet 
the 
appropriate 
laws of that 
country and 
show how 
they are self 
regulating 
their 
platforms 

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

12



Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily No No Yes 0.9 3 25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily No Shocked No Threatening 
content I don't know 0.8 1

As long as a 
balance is 
provided in 
keeping with 
laws of 
country. Self 
regulation 
should be 
transparent.

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

13



Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Not that I can 
remember

I would be upset and want a 
thorough explanation. Yes

Content that 
is offensive 
and hateful.

I don't know 0.8 4

I would be 
happy with 
self 
regulation if 
this meant 
actually 
taking action, 
but I feel this 
is largely not 
the case, 
especially 
due to the 
transient 
nature of 
social media, 
so would 
support more 
government 
intervention.

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes Frustrated. Yes

If it was 
inciting hate 
or violence, 
or further 
marginalising 
people/
communities.

Yes 0.8 7 They’re 
terrible at it. 18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Hourly Yes I do not have extreme views, so not 
relevant No Yes 0.8 1

They do not 
do a very 
good job of 
it, one 
persons ideal 
of extremity 
is different 
from 
someone 
else's point 
of view

45-54 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Hourly Yes Surprised but I would want to find 
out why and educate myself Yes Antisemitism Yes 0.9 10

Ok as long 
as it is 
thorough 

18-24 Female Ashkenazi 
jewish

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Terrible Yes

Normally 
gruesome 
images but 
sometimes it 
has been 
over hateful 
things 

Yes 0.8 7

I dont think 
they are 
good enough 
or care 
enough

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes
Confused as it's unlikely that I'd post 
anything that I would regard as 
extremist

Yes
Highly 
inappropriate 
or illegal 
content

Yes 0.8 7

I wouldn't 
trust that 
social media 
platforms 
would 
regulate 
content 
outside of 
their own 
aims and 
benefit. I feel 
they should 
be externally 
regulated. 

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Not that I can 
remember

I wouldnt like it as my content isnt 
considered as extremist content. No

Seeing 
racist, 
harmful 
content or 
anything 
showing any 
types of 
abuse

Yes 0.8 8

I feel that 
they will be 
influenced by 
things that 
will help their 
own 
company or 
influence 
users in a 
bad way.

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

No Never Yes Confused as I do not hold extremist 
views, values, beliefs or thoughts No

Racism, 
extremism, 
sexism, 
general 
harmful 
content 

Yes 0.9 1

Should be 
regulated by 
politically, 
socially, 
unbiased 
body. As per 
a set of rules 
set not to 
promote or 
discourage 
political 
views. As per 
a set of rules 
controlling 
conversation 
and 
discussions. 
Allowing 
them to take 
place but 
stopping 
short of 
becoming 
dangerous, 
racist, sexist 

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes
I don't believe I would ever post 
content that would be taking this 
way but if it hurt or caused upset to 
others I would understand. 

Yes
Usually for 
child or 
animal 
abuse. 

Yes 0.8 5

If the 
companies 
were vetting 
the 
individuals 
who were 
monitoring 
that content 
and ensure 
that they are 
being 
checked out 
psychologica
lly on a 
regular basis 
I would be 
okay with 
that. 

25-34 Female Irish

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes I do not agree with censoring any 
content including my own No I wouldn’t No 50% or lower 1

Abuse of 
power and 
should be 
illegal and 
prosecuted

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes Understanding Yes

If I feel the 
post incites 
hatred, 
includes fake 
news, or 
discriminates

Yes 0.9 10

Social media 
should be 
more 
regulated - if 
platforms are 
self-
regulating 
they will 
naturally 
have bias 
and 
intentions of 
increasing 
engagement. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Yes Abusive 
posts I don't know 0.8 6

Regulations 
on social 
media are 
required for 
the safety of 
its users

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily No
I would ask for the reason why then 
accept that it’s against the content 
rules etc of the social media 
platform 

No

hate crime, 
bullying, 
unnecessary 
content, 
violent acts 
towards men 
or women, 

Yes 0.8 5

They 
themselves 
should be 
more aware 
and keep an 
eye on the 
content that 
is being put 
through 
social media, 
also there 
should be 
age limits to 
access, 
whereas you 
have to at 
least show a 
form or ID to 
be able to 
access them. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes

If it was a post which was voicing an 
opinion and opening a topic for 
proper discussion, I would not be 
happy. If it was a post which was 
directed at individual / groups and 
intentionally causing harm or upset, 
I would accept that another person 
did not see this as being suitable for 
social media. 

Yes

Threats of 
violence, 
obvious 
attacks to 
slander a 
person / 
group which 
can not be 
justified, 
sexualising 
children. 

Yes 0.8 7

Whilst they 
do attempt 
to, they are 
not able to 
regulate all 
users and 
often content 
can go 
months 
before any 
action is 
taken. Many 
wait for it to 
be reported 
before taking 
any action 
over content 
not being 
suitable. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Weekly Not that I can 
remember Confused. No

Something 
offensive or 
videos of 
abusive. 

Yes 0.9 1

I think any 
regulation is 
good but it 
may be 
better if an 
external non 
biased body. 

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

No Never Yes N/A No Violent 
content Yes 0.8 10

Needs to be 
externally 
regulated

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Shocked Yes

Something 
that hugely 
differs from 
what my 
moral 
compass 
says is 
acceptable. 
Violence, 
racism, 
sexism, 
homophobia, 
completely 
factually 
incorrect 
information 
designed to 
divide.  

Yes 0.9 3

They won’t - 
My personal 
opinion is 
that money 
and power 
govern what 
the general 
public see on 
all social 
media 
platforms. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes Yes
Outwardly 
promoting 
something 
harmful. 

I don't know 0.9 5 25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes

As long as it was justified based on 
the guidelines set out I would 
understand, however could see how 
flyby doing this people could feel 
like views they had were being 
branded as extremist. 

Yes

Anything that 
I genuinely 
do not 
believe 
should be 
put into an 
essentially 
public 
domain or I 
believe 
would cause 
harm 

Yes 0.9 2

I think it is a 
dangerous 
precedent 
that they set 
in which they 
control 
millions of 
people’s 
personal 
information 
and provides 
large 
companies a 
good 
platform to 
push their 
beliefs on 
their users. 
Cherry 
picking 
content has 
always been 
a part of 
social media 

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes

If it was a post which was voicing an 
opinion and opening a topic for 
proper discussion, I would not be 
happy. If it was a post which was 
directed at individual / groups and 
intentionally causing harm or upset, 
I would accept that another person 
did not see this as being suitable for 
social media. 

Yes

Threats of 
violence, 
obvious 
attacks to 
slander a 
person / 
group which 
can not be 
justified, 
sexualising 
children. 

Yes 0.8 7

Whilst they 
do attempt 
to, they are 
not able to 
regulate all 
users and 
often content 
can go 
months 
before any 
action is 
taken. Many 
wait for it to 
be reported 
before taking 
any action 
over content 
not being 
suitable. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Hourly Yes Devastated. No
If I felt no 
one else had 
reported it.

No 0.7 2

I don’t think 
they are 
capable of 
doing it on 
the current 
format. 
People 
should have 
to provide 
more 
verification to 
use social 
media.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily No Fine, it should be removed No Harmful Yes 0.9 5 Not sure 18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Hourly Yes

Depends on the context, however, 
given that my views on most topics 
are relatively mainstream I would 
take issue with my posts being 
removed as I would perceive it as a 
breach of my freedom of 
expression.

Yes

Insulting 
language 
directed at 
an individual 
or group. 
Slanderous 
or otherwise 
inflammatory 
comments 
that breach 
the platform's 
terms of 
service.

No 0.9 2

Social media 
companies 
are very poor 
at 
moderating 
their own 
content 
although I 
am loathed 
to allow the 
government 
further power 
to regulate 
free 
expression 
on online 
forums. 

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes If it was correct I’d be okay with it, 
otherwise I’d appeal. No

I don’t recall 
a time I’ve 
reported 
something 
but it would 
have to be 
offensive or 
bullying/
racism

Yes 50% or lower 5

All designed 
to promote 
addiction to 
the digital 
world and 
ludicrous one 
can self 
govern what 
you see and 
how/who you 
interact with.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily No
I would ask for the reason why then 
accept that it’s against the content 
rules etc of the social media 
platform 

No

hate crime, 
bullying, 
unnecessary 
content, 
violent acts 
towards men 
or women, 

Yes 0.8 5

They 
themselves 
should be 
more aware 
and keep an 
eye on the 
content that 
is being put 
through 
social media, 
also there 
should be 
age limits to 
access, 
whereas you 
have to at 
least show a 
form or ID to 
be able to 
access them. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Not that I can 
remember

Annoyed, I am not an extremist and 
I do have extremist views. Yes If the content 

is harmful. No 1 1
They're not 
doing a good 
enough job.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes If it was correct I’d be okay with it, 
otherwise I’d appeal. No

I don’t recall 
a time I’ve 
reported 
something 
but it would 
have to be 
offensive or 
bullying/
racism

Yes 50% or lower 5

All designed 
to promote 
addiction to 
the digital 
world and 
ludicrous one 
can self 
govern what 
you see and 
how/who you 
interact with.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Hourly Yes Devastated. No
If I felt no 
one else had 
reported it.

No 0.7 2

I don’t think 
they are 
capable of 
doing it on 
the current 
format. 
People 
should have 
to provide 
more 
verification to 
use social 
media.

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Yes Abusive 
posts I don't know 0.8 6

Regulations 
on social 
media are 
required for 
the safety of 
its users

18-24 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Hourly Not that I can 
remember Not bothered Yes Abuse Yes 1 5 Neither here 

or there 25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Daily Yes Yes

If the content 
was 
inappropriate
, violent or 
racist 

I don't know 0.9 5

I feel that this 
is okay in 
most cases 
but does 
allow social 
media 
companies to 
push or hide 
information 
depending 
on their 
views and 
interests.  

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Daily Yes Concerned! And would like to know 
why / what was breached Yes

Inappropriate
, extreme, 
worthy of 
warning for 
other users 

Yes 0.7 5

I feel that 
social media 
companies 
do not do a 
good job of 
self 
regulation 
and it is 
more than 
likely the 
users 
themselves 
who report. 
They have 
such a large 
financial 
base and do 
not do 
enough. 

25-34 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

Extremism is the vocal or active 
opposition to our fundamental values, 
including democracy, the rule of law, 
individual liberty, and respect and 
tolerance for different faiths and beliefs. 
We also regard calls for the death of 
members of our armed forces as 
extremist.

Yes Daily Yes Shocked Yes

Something 
that hugely 
differs from 
what my 
moral 
compass 
says is 
acceptable. 
Violence, 
racism, 
sexism, 
homophobia, 
completely 
factually 
incorrect 
information 
designed to 
divide.  

Yes 0.9 3

They won’t - 
My personal 
opinion is 
that money 
and power 
govern what 
the general 
public see on 
all social 
media 
platforms. 

25-34 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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People who have certain beliefs about 
politics or religions which are hateful, 
dangerous or against the law are often 
known as extremists. This harmful 
behaviour is called extremism.

Yes Hourly Yes If it was an extremist view I'd be 
happy it's been removed Yes

Anything that 
targets a 
group of 
people 
based in 
things they 
cant change, 
or mob 
mentality and 
bullying 

Yes 0.9 6

Nonsense. 
Should be a 
universal 
measure. 
Certain 
companies 
provide a 
platform for 
extremism 
allowing 
poorly 
constructed 
opinions 
based on 
false 
information 
to be aired, 
which leads 
to 
widespread 
misinformatio
n and hate. 
Even twitter 
banned Katie 
Hopkins.

18-24 Male Prefer not 
to say

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Hourly Yes Depends on the content and context No
If it is 
excessively 
criminal

I don't know 1 3 Its not 
consistent 18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Not that I can 
remember

Would not happen as I do not 
upload any extremist content No

If I felt it was 
lies to try to 
invoke 
certain 
feelings in 
people or if it 
was nasty 
and 
disgusting 
content

Yes 0.8 1

Don’t agree 
with 
that.There 
needs to be 
a higher 
lawful power 
dealing with 
social media 
companies.

25-34 Female Irish

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily Yes

It's whether it contains genuine, 
harmful content or not. Many things 
are flagged as dangerous when they 
aren't, while other genuinely 
dangerous and harmful content is 
not removed. Social media users 
have a wide range of views on 
topics such as politics, religion and 
more. A view considered ethically 
and morally right by one group may 
be considered extreme and 
inappropriate by another group. 

   To answer the question: no I 
probably wouldn't like social media 
to dictate to me what is extreme and 
what isn't. If there is something that I 
don't approve of or I find harmful, I 
will remove it myself. 

Yes

Blatantly 
prejudiced 
content, 
sexually 
exploitative 
content 
especially of 
minors, 
threatening 
messages 
directed 
toward 
individuals or 
groups, 
doxxing.

I don't know 1 3

Unlike news 
papers, 
social media 
sites like 
Facebook 
are not 
publishers, 
they are 
public 
forums. They 
have users 
numbered in 
the billions 
across every 
continent, 
making them 
an integral 
part of the 
lives of a 
significant 
percent of 
the planet. 
With the 
influence 
they have, 
they have an 
immense 
amount of 
responsibility, 
and that 
responsibility 
should be 
exercised 
very 
cautiously 
when it 
comes to 
online 

18-24 Male

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British

29



Extremism is generally understood as 
constituting views that are far from 
those of the majority of the population. 
Extremist views are not necessarily 
illegal and do not automatically lead to 
violence or harm; indeed those who 
chose to observe extreme practices 
with no impact on the civil liberties of 
fellow citizens are rightly protected 
under fundamental freedoms and 
human rights norms.

Yes Hourly Not that I can 
remember

Quite annoyed, I would pursue 
further action to determine exactly 
what aspect of the content was 
deemed extremist.  

No
Any calls of 
violence, or 
deliberate 
doxing. 

No 0.9 9

They are 
private 
companies 
and should 
have the 
right to, 
however, 
some of the 
guidelines 
can be quite 
ambigous 
which can 
result in 
banning of 
content 
based along 
political or 
ideological 
reasons. 

18-24 Male Polish

Extremism is essentially a political term 
which determines those activities that 
are not morally, ideologically or 
politically in accordance with written 
(legal and constitutional) and non-
written norms of the state; that are fully 
intolerant toward others and reject 
democracy as a means of governance 
and the way of solving problems; and 
finally, that reject the existing social 
order.

Yes Daily No

I am not an extremist so if content 
was removed for containing 
extremist content I would be 
extremely confused! However I 
wholeheartedly agree that all 
extremist content should be 
removed from social media.

No

If it was 
hateful, 
racist, 
bullying, 
illegal, 
concerning 

Yes 0.8 4

Concerning. 
Most 
companies 
have 
external 
regulatory 
bodies and 
to have such 
a prolific 
platform 
there really 
must be non 
biased, 
independent 
regulator 
monitoring 
content.

45-54 Female

English / 
Welsh / 
Scottish / 
Northern 
Irish / 
British
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Appendix B

Survey Template

1. Out of the following four definitions of extremism, which if any do you think is the

most accurate?

O Extremism is the vocal or active opposition to our fundamental values, including

democracy, the rule of law, individual liberty, and respect and tolerance for different

faiths and beliefs. We also regard calls for the death of members of our armed forces as

extremist.

O Extremism is generally understood as constituting views that are far from those of

the majority of the population. Extremist views are not necessarily illegal and do not

automatically lead to violence or harm; indeed those who chose to observe extreme

practices with no impact on the civil liberties of fellow citizens are rightly protected

under fundamental freedoms and human rights norms.

O People who have certain beliefs about politics or religions which are hateful,

dangerous or against the law are often known as extremists. This harmful behaviour is

called extremism.

O Extremism is essentially a political term which determines those activities that are not

morally, ideologically or politically in accordance with written (legal and constitutional)

and non-written norms of the state; that are fully intolerant toward others and reject
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B. Survey Template

democracy as a means of governance and the way of solving problems; and finally, that

reject the existing social order.

O None of the above.

2. Do you use social media at all (e.g., Facebook, Twitter, etc.)?

O Yes

O No

O Prefer not to say

3. How often do you use social media?

O Hourly

O Daily

O Every other day

O Weekly

O Monthly

O Other

If ’Other’ please state..........................................................................

4. In the last year, have you seen extremist content based on your understanding of the

term?

O Yes

O No

O I don’t know

O Not that I can remember

O Other

If ’Other’ please state..........................................................................

5. How would you feel if your social media content was removed after being flagged for

containing extremist content?

...............................................................................................................

...............................................................................................................

...............................................................................................................
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Questionnaire

...............................................................................................................

6. Do you ever report social media content?

O Yes

O No

O Prefer not to say

7. What reasons would make you report content?

...............................................................................................................

...............................................................................................................

...............................................................................................................

...............................................................................................................

8. Would you find it justifiable if a certain percentage of social media content would be

removed if this meant that all extremist content was identified and removed?

O Yes

O No

O I don’t know

O Prefer not to say

9. In light of the greater good, what is the lowest level of accuracy you would tolerate for

an AI system that removes extremist content?

O 100%

O 90%

O 80%

O 70%

O 60%

O 50% or lower

10. How comfortable are you with privacy levels being reduced for security levels to be

increased?
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B. Survey Template

Very uncomfortable 1 2 3 4 5 6 7 8 9 10 Very uncomfortable

11. What are your thoughts on social media companies mostly self-regulating the content

on their platforms?

...............................................................................................................

...............................................................................................................

...............................................................................................................

...............................................................................................................

12. What is your age range?

O <18

O 18-24

O 25-34

O 35-44

O 45-54

O 55-64

O >64

13. What is your gender?

O Male

O Female

O Prefer not to say

O Other

If ’Other’ you can optionally state...........................................................

14. What is your ethnicity?

O English / Welsh / Scottish / Northern Irish / British

O Irish

O Gypsy or Irish Traveller

O White and Black Caribbean

O White and Black African

O White and Asian

O Asian / Asian British

124



Questionnaire

O Indian

O Pakistani

O Bangladeshi

O Chinese

O African

O Caribbean

O Arab

O Prefer not to say

O Other

If ’Other’ please state..........................................................................
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